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I. Introduction
The study of chemical reactivity at liquid interfaces

occupies an important place in chemistry. Corrosion
and the operation of electrochemical and photoelec-
trochemical cells are examples of chemical processes
at the liquid/solid interface.1,2 Electron transfer, ion
transfer, and proton transfer at the interface between
two immiscible liquids are fundamentally important
for understanding processes such as liquid chroma-
tography, phase-transfer catalysis,3 drug delivery
problems in pharmacology,4 and other phenomena in
membrane biophysics.5 The uptake of pollutants by
water clouds, an important atmospheric phenom-
enon,6 involves reactions such as ionization at the
water liquid/vapor interface. Understanding the
behavior of solute molecules and their reactivity at
the interface between a liquid and a second phase is
not only important because of its direct relevance to
the processes mentioned above. This study is also
important at the fundamental/theoretical level, as the
inhomogeneous environment is characterized by a
number of unique properties that are expected to

influence the behavior of a chemically active system
in a way that is significantly different from the
behavior in bulk liquid or in the gas phase.
The study of chemical reaction dynamics and

thermodynamics and the related processes of solva-
tion and adsorption at liquid interfaces goes back to
at least the beginning of the century. Most of these
studies employed indirect techniques that typically
involved measurements of macroscopic properties
such as surface tension and surface potential.7 Al-
though these techniques are able to elucidate many
of the important factors that influence chemical
reactivity at liquid interfaces, they lack the ability
to provide a detailed understanding at the micro-
scopic level. In recent years, progress in three
different areas has significantly helped to alleviate
this shortcoming.
First, advances in a number of new experimental

techniques enable workers to gain unprecedented
sensitivity and selectivity in the measurements of
interfacial phenomena. Nonlinear optical techniques
such as second-harmonic generation (SHG) and sum
frequency generation (SFG)8 are able to explore the
liquid/vapor interface9 and buried interfaces, such as
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liquid/liquid10,11 and liquid/solid interfaces,12,13 by
taking advantage of the fact that the signal is
produced mainly by molecules in the interfacial
region.8 These techniques have been extensively
used in the last 5 years to study a large number of
systems including solvation,14 isomerization,15 ion-
ization,16-19 adsorption,20-25 energy transfer26 and
electron transfer,27 vibrational spectroscopy,28-30 and
structure10,11,31-35 at liquid interfaces. In addition to
these surface-specific techniques, other methods that
have been used to study bulk systems have been
adapted to the study of interfaces. Light scat-
tering36-38 has been extensively used in the study of
the liquid/vapor interface of many fluids. Neutron
scattering39 has been used to study oil/water inter-
faces. Fluorescence anisotropy decay40,41 has pro-
vided data on the molecular nature of water/alkane
interfaces. A nanometer-sized tip electrode has been
used to carry out electrochemical measurements at
the solution-polymer interface.42 Infrared spectros-
copy in a total reflection geometry has provided
valuable insight into adsorption at the liquid/liquid
interface.43 Many excellent reviews of the above
techniques and their applications to liquid interfaces
are available, and we refer the reader to these articles
for additional information.8,9,11,44,45

Second, recent experimental46 and theoretical47,48
studies of bulk liquid chemical reaction dynamics
demonstrate the importance of the molecular struc-
ture of the liquid in influencing and modifying the
simple gas-phase behavior. These research efforts
show that we can no longer be satisfied by a picture
that portrays the solvent as a structureless medium,
and that the effect of the liquid must be considered
at the microscopic level. We will see that this is
particularly important for understanding interfacial
phenomena, as the interfacial region itself is only a
few molecular diameters thick. Throughout this
review, we will make use of results obtained for
chemical reaction dynamics in bulk liquids, and the
reader is referred to the reviews listed in the begin-
ning of this paragraph for details.
Finally, advances in statistical mechanical theo-

ries49-52 and computer simulations53 of pure inhomo-
geneous liquids has contributed significantly in re-
cent years to our theoretical understanding of the
microscopic structure and dynamics of the neat
interface. While progress in the statistical mechan-
ical theories has mainly been limited to calculating
a small number of properties (such as density profile
and surface tension) of simple inhomogeneous liquids,
computer simulations have provided additional com-
plex structural and dynamical information for both
simple and complex interfacial systems, as will be
discussed in details below.
The purpose of this paper is to review the micro-

scopic insight that has been gained in recent years
into solvation and reactions at liquid interfaces.
Since most of what is known theoretically has been
obtained by computer simulation, the review will be
heavily biased toward results obtained using this
technique. The goal of the review is to present
unifying concepts for describing solvation and reac-
tions at the three liquid interfaces (liquid/vapor,
liquid/liquid, and liquid/solid), focusing on results

that are not too specific for a given system, and
referring the reader to the appropriate literature for
technical details.
Thus, we start this review with a summary of the

unique properties of liquid interfaces and a discussion
of the way these properties are expected to influence
reactivity and solvation. We stress the fact that in
many cases the effect of the inhomogeneous environ-
ment is such that the system exhibits qualitatively
different behavior from the one in the bulk. This part
of the review will serve as the necessary background
for the rest of the paper. It will be limited to a brief
exposition, as there are a number of reviews on the
microscopic description of the neat liquid interface
(experimentally and theoretically).44,53,54 Technical
details about the computations and about the poten-
tial energy surfaces will be kept to a minimum.
We then discuss a number of general types of reac-

tions: isomerization reactions, solvation, ion transfer,
and electron-transfer reactions. Each of these topics
will be discussed from both the static and dynamic
perspective, with an emphasis on the general effect
of the inhomogeneous environment, rather than on
the specifics of a given interfacial system.

II. Uniqueness of Liquid Interfaces sGeneral
Concepts
The liquid interfacial region is characterized by

several nonuniform thermodynamic properties such
as density, viscosity, and dielectric response,44,49,50,55
as well as by a unique molecular structure and
dynamics. Obviously, a knowledge of these proper-
ties is crucial for the correct interpretation of experi-
mental data, for the development of simple models
of the inhomogeneous region, and for the design of
new experiments. The summary below is based on
the results of molecular dynamics and Monte Carlo
simulations of the neat interfacial system, on sta-
tistical mechanical theories, and on experimental
data. In order to keep this review to a reasonable
size, technical details about the techniques used to
obtain this data will be omitted, and the reader is
referred, in each case, to the appropriate papers and
reviews.

A. Density of Liquids at Interfaces
The coexistence of two different phases with two

different bulk densities necessarily results in a
change in the density as one moves from one phase
to the next. This density profile has been the main
focus of a variety of theoretical treatments, including
mean field theories,50 integral equations, and clas-
sical density functional theory.52 Experimentally, the
density profile of the liquid in contact with a second
phase can be determined directly by light-scattering
techniques,36,37 and indirectly by spectroscopy45 and
other means.7
Perhaps the most direct and straightforward in-

formation about the density variation at liquid
interfaces has been obtained by Monte Carlo and
molecular dynamics simulations of liquid/vapor,50,56-67

liquid/liquid,68-77 and liquid/solid interfaces.78-88 All
of the above theoretical, computational, and experi-
mental techniques give a consistent picture of the

1450 Chemical Reviews, 1996, Vol. 96, No. 4 Benjamin



density behavior at these interfaces, which we now
summarize with the help of Figure 1, which presents
examples of these three interfacial regions.
For most liquids at equilibrium with their vapors

far below the critical point, the density monotonically
changes from the value in bulk liquid to that of the
bulk vapor over a distance of a few molecular
diameterss4-10 Å. This finite and sharp width is
the result of the superposition of thermally excited
capillary waves.50,51 Capillary wave theory gives the
following relationship between the width and the
macroscopic surface tension of the liquid:50,89

In this equation, the width σ is the mean-squared
deviations of the local surface heights (h) from their
average, (〈h〉), assuming that they are Gaussian dis-
tributed: P(h) ) (2πσ2)-1/2e-h2/2σ2. The length scale lc
) [γ/g(FA - FB)]1/2 is called the capillary length, γ is
the surface tension, S is the surface area of the liquid,
g is earth’s gravity and â ) 1/kT. FA and FB are the
bulk densities of the two phases. The capillary
length is on the order of a few millimeters for water
at room temperature. The bulk correlation length,
êb, is a few molecular diameters for most liquids far
below their critical point. For water at room tem-
perature, it is about 5 Å. Thus, for a microscopic
sized sample, we have: σ2 ) (4πâγ)-1 ln S/êb2. Note
that the interface width exhibits logarithmic diver-
gence as g f 0 and S f 0. That is, gravity is
necessary to establish an interface between two fluids
in the thermodynamic limit.
The density profile predicted by the capillary wave

theory is given by

where erf is the standard error function. Other
models of the interface give rise to similar density
profiles. For example, the classical van der Waals
mean field theory gives rise to a tanh dependence
instead of the error function.50 In addition to the
width σ, a more common parameter for describing
interface width is the so-called 10-90 thickness36 (ts),
which is the region where the density of the liquid
changes from 10% to 90% of the bulk value. The
interface location 〈h〉 is the point where the density
is the average density of the two phases. A closely
related definition, used extensively in the thermo-
dynamic description of liquid interfaces and inde-
pendent of any model of the interface, is the Gibbs
dividing surface. For a one-component system, this
is the location along the interface normal where the
decrease in the number of molecules on the liquid
side (relative to the number expected if the density
stayed at the bulk value) is exactly balanced by the
increase on the vapor side. For water at room
temperature, the Gibbs surface is near the position
in which the average water density is 0.5 g/cm3.
The basic predictions of capillary wave theory have

been confirmed in experiments36,90 and simulations.53
For example, the Gaussian distribution of local
interface positions has been examined in detail68,74,76
and found to hold down to a surface area of êb2. A
procedure for deriving a capillary wave Hamiltonian,
which provides a rigorous justification for these
calculations, has been discussed by Weeks.91 Other
issues related to the microscopic foundation of this
model and its scaling behavior in different limits have
been discussed,92-94 but they are outside the scope
of this review.
The top panel of Figure 1 shows the results of a

molecular dynamics simulation of the water/1,2-
dichloroethane (DCE) interface in a simulation box
geometry that allows for the establishment of a
liquid/liquid interface in the center of the simulation
box and a liquid/vapor interface for each of these two
liquids. The water is described here using a flexible
SPC model, and the DCE is described using a four-
center, simple charge, flexible model.74 The general
shape of the density profile at the liquid/vapor
interface is close to the expression given by capillary
wave theory. The shape of the liquid/liquid interface
is also very similar. Note that the width of the liquid/
liquid interface is greater than that of the water
liquid/vaporsconsistent with the higher tension of
the latter surface. This surface tension can be
directly calculated from the molecular dynamics
trajectories and this can be employed as a test of the
potential energy surfaces used in the simulations.
Details about the theory49 and examples of calcula-
tions at the liquid/vapor and liquid/liquid interfaces
can be found in the references listed at the beginning
of this section.
Although the monotonic change in the densities is

common to many liquids, (with the exception of the
liquid/vapor interface of liquid metals95,96), there is
evidence from molecular dynamics simulations74-77

for dampened oscillations in the densities on the bulk

Figure 1. Density variations at several liquid interfaces.
In the top panel the density profiles of water and of 1,2-
dichloroethane at the liquid/liquid interface and the liquid/
vapor interface are shown (from the result of 200 ps
molecular dynamics trajectories in a system that includes
343 water molecules and 108 DCE molecules). In the
bottom panel, the density of water between two parallel
Pt (100) surfaces is shown (from a 1 ns molecular dynamics
trajectory with 512 water molecules). In both cases, the
temperature is 300 K.

ρ(z) ) 1
2
(ρA + ρB) - 1

2
(ρA - ρB)erf(z - 〈h〉

x2σ ) (2)

σ2 ) (4πâγ)-1 ln
1 + (2πlc/êb)

2

1 + (2πlc)
2/S

(1)
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side of the liquid/liquid interfacial region. However,
it is not clear that these oscillations are a real
physical aspect of the system or an artifact of the
small system size and short simulation time. For
example, Toxvaerd and Stecki found (using molecular
dynamics simulations) stable equilibrium oscillatory
structures in the density profiles of two immiscible
Lennard-Jones liquids, but these vanish with the
increase in the surface area.77

A qualitatively different situation arises at the
interface between a liquid and a solid. The relative
immobility of the solid atoms imposes geometrical
constraints on the packing of the solvent molecules
in the few layers next to the wall. This results in an
oscillatory density profile which decays to the con-
stant bulk value after several molecular diameters,
as shown by many computer simulations,78-88 statis-
tical mechanical theories,52,97,98 the measurements of
forces between surfaces in liquids,99-101 and other
experimental observations.102 The decay length of
the oscillations depends on the type of intermolecular
forces and it seems to be larger for simple nonpolar
liquids than for water. As an example, in the bottom
panel of Figure 1 we show the density profile of water
near the 100 surface of Pt, using a molecular dynam-
ics simulation with 512 water molecules modeled
using the SPC potential referred to earlier and the
water/Pt potential developed by Spohr and Heinz-
inger.81 Other models of water and solid surfaces,
described in the references listed above, give quali-
tatively similar results.
Why should the density of liquid at interfaces be

relevant for the study of solvation and reactions in
these systems? We may distinguish two effects, a
thermodynamical equilibrium one and a dynamical
one.
For reactions that involve a significant change in

the volume occupied by the reactants and products,
density changes in bulk liquids and in compressed
gases have marked effects on the free energy of the
reactants, products, and the transition state, and
thus on the equilibrium constant and the transition
state theory rate constant.103 Given the universal
nature of density changes at liquid interfaces sum-
marized above, one expects to see a manifestation of
these equilibrium effects on reactions and on solva-
tion at liquid interfaces.
From the dynamical point of view, a change in

density is usually connected with a change in the
viscosity of the medium. For example, the viscosity
of vapor is much lower than the bulk liquid viscosity,
and although no direct experimental data are avail-
able, there is evidence from molecular dynamics
simulations that the diffusion constant in the plane
perpendicular to the liquid/vapor interface is en-
hanced. At the liquid/solid interface, there are
experimental data supporting a higher viscosity of
the liquid film adsorbed on the solid surface.104,105 As
has been demonstrated by much experimental and
theoretical work, a change in liquid viscosity may
have an appreciable effect on the rate of the reac-
tion.47,106 If the rate-determining step is the activa-
tion (energy diffusion regime), then an increase in
the viscosity of the solvent increases the rate. On
the other hand, if activation is rapid, an increase in

the viscosity may decrease the rate of the reaction
by inducing recrossings in the transition state region,
the extreme situation being that the crossing of the
transition state may be a slow spatial diffusion
process.107

B. Molecular Structure and Dynamics
At the microscopic level, the interfacial region is

characterized by a strong asymmetry in the inter-
molecular interactions between the molecules. This
results in a molecular structure and dynamics that
may be significantly different from that in the bulk
liquid. Figure 2 presents a sample of such properties.
No attempt is made here to cover all the properties
that have been measured or calculated. For a
comprehensive survey the reader is referred to the
references listed above.

1. Pair Correlation

The pair correlation function F(2)(r1,r2) is propor-
tional to the probability of finding a particle at the

Figure 2. A summary of various structural and dynamical
properties of water (300K) at interfaces. Top left panel: The
oxygen-oxygen radial distribution function (thick line, bulk
water; thin line, the water/1,2-dichloroethane interface).
Top right panel: Hydrogen-bond statistics at the water/
1,2-dichloroethane interface (the region between -5 and 5
Å), in bulk water (-15 Å < Z < -5 Å) and at the water
liquid/vapor interface (Z < -15 Å) (dashed line, the average
number of hydrogen bonds per water molecule (left x axis);
solid line, the number of hydrogen bonds per water
molecule divided by the coordination number of water in
the same region). Center left panel: The probability
distribution function for the angle between the water dipole
moment and the normal to the interface. The solid, dashed,
and dotted lines correspond to the interface between water
and water vapor, water and 1,2-dichloroethane, and water
and nonane, respectively. Center right panel: The prob-
ability distribution function for the angle between the
water dipole moment and the normal to the platinum
surface (solid line, uncharged metal; dashed line, the Pt
surface is negatively charged; dotted line, the metal is
positively charged). Bottom panel: The water molecule
H-H vector reorientation time correlation function. The
lines a-d correspond to water at the liquid/vapor interface,
bulk water, water at the interface with 1,2-dichloroethane
and the water layer next to an uncharged Pt surface,
respectively.
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position r1, given that there is a particle at the
position r2. Thus, in contrast to the density profile,
which gives information about the average distribu-
tion of particles in space (a so-called singlet property),
this function gives information about the spatial
correlation between the particles. In bulk liquids,
because of translational and rotational invariance,
F(2) is a function of the radial distance r ) |r2-r1| only.
At liquid interfaces, the spherical symmetry is bro-
ken, and so the pair correlation is now also a function
of the locations z1 and z2 of the two particles relative
to the interface. This 4-dimensional object is difficult
to compute, and thus one is usually interested in an
average over all locations within a finite interfacial
zone.
The top left panel in Figure 2 shows the oxygen-

oxygen pair correlation in bulk SPC water and the
average pair correlation at the water liquid/vapor
interface at the same temperature. Note that the
first peak of the average pair correlation at the
interface is very similar to the one in the bulk. This
reflects similar first coordination structure. The
difference between the two functions is mainly in the
fact that at the interface there are, on average, fewer
water molecules outside the main solvation shell.
Thus, the second peak is almost not visible, and the
asymptotic value of the function is close to 0.5 instead
of 1. Note also that the total area under the first
peak is somewhat reduced, reflecting that during the
few hundred picosecond run, the first coordination
shell of four water molecules may be missing one or
two water molecules for part of the time. Although
these details are specific to the water oxygen-oxygen
correlation, calculations of other pair correlations in
water and in other liquids show similar features. The
tendency to keep the first coordination shell undis-
turbed as much as possible is most noticeable in polar
and hydrogen-bonded liquids.58,62,74 As the liquid
becomes less polar, a significant reduction in the first
peak can be observed, although the peak position is
generally unaffected.74

2. Hydrogen Bonding

Hydrogen bonding is especially relevant to under-
standing water properties at interfaces because it is
a sensitive measure of the surface environment. We
define two water molecules to be hydrogen bonded if
their mutual interaction energy is more negative
than -10 kJ/mol. This is somewhat arbitrary, but
it is possible to show that the conclusions below are
independent of the precise definition. (Other defini-
tions that have been used include an oxygen-oxygen
distance being less than some cutoff.68,71,74,108)
The top right panel of Figure 2 shows (in dashed

line) the average total number of hydrogen bonds for
a water molecule that is located in bulk water, at the
water liquid/vapor interface, and at the water/DCE
interface. We see that in bulk water, each water
molecule is hydrogen bonded to an average of 3.6
water molecules, but at the water/DCE interface and
the water liquid/vapor interface this number drops
to a value between 3 and 2, depending on the exact
location of the water molecule relative to the Gibbs
dividing surface. An interesting result is obtained
when this number is divided by the water’s coordina-

tion number. The resulting quantity is indicated in
the same panel with a solid line. It can be thought
of as the fraction of the configuration in which a given
hydrogen bond exists. One sees that this number is
close to 0.9 at both interfaces, but is only 0.8 in the
bulk. Thus, although there are fewer hydrogen bonds
at the interface, they seem to last longer. Very
similar results were found for other water/organic
liquid interfaces.68,76

3. Molecular Orientation

The total intermolecular force on a given molecule
at the interfacial region is strongly anisotropic. As
a result, certain molecular orientations may be
preferred at the interface. This property is of sig-
nificant importance because steric requirements for
chemical reactions at interfaces may lead to the
strong dependence of reactivity on molecular orienta-
tion at the interface. Molecular orientation also
determines liquid surface potential,109 which is of
fundamental importance in electrochemistry.2 In
addition to the density profile, molecular orientation
is a property for which quite a large number of results
have been obtained using statistical mechanical
theories and experiments. An excellent review of this
subject, which includes mainly theoretical, but also
some experimental, work up until 1986 has been
written by Gubbins.110 Here we summarize some key
results obtained in recent years, most of them for
water.
The center left panel in Figure 2 shows the results

of the molecular dynamics calculation of the prob-
ability distribution for the angle θ between the water
electric dipole and the normal to the interface, for
the water liquid/vapor interface, at the interface
between water and DCE (a weakly polar liquid) and
at the interface between water and nonane (a non-
polar hydrocarbon liquid). Despite the different
nature of these interfaces, the distributions are quite
similar. They are all broad and generally peaked
around 90°, which corresponds to the water dipoles
lying approximately parallel to the interface. Al-
though these results were obtained using the SPC
model for water, it is noteworthy that similar behav-
ior is found using other water potentials. The
similarity of the water dipole orientations in different
systems probably reflects the fact that at this orien-
tation the water is able to maximize hydrogen-
bonding possibilities with other water molecules.
In contrast, more widely varying results are ob-

tained for the orientation of the H-H vector using
either theoretical109-111 or simulational treat-
ments53,54,64 of the water liquid/vapor interface. A
complicating feature, which can partially account for
this fact, is discussed by Croxton,111 who notes that
the molecular orientation is very sensitive to the size
and sign of the components of the water quadrupole
moment. However, other differences in the model
potentials can be important, as discussed by Zhu,
Singh, and Robinson.54

Experimentally, water orientation at interfaces is
difficult to measure. Until the introduction of non-
linear optical techniques, indirect methods such as
surface potential measurements could not give un-
ambiguous results. SHG experiments by Eisenthal
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and co-workers on the neat water liquid/vapor inter-
face32 suggest that water dipoles point slightly toward
the bulk, but that the angular distribution is very
broad and the energy difference between the “up” and
“down” orientations is only 0.5kT.112 However, the
interpretation of the experiment depends on some
unproven assumptions regarding the elements of the
nonlinear susceptibility of water molecules. A more
direct attempt to answer the related question of
whether there are free OH bonds at the water surface
was carried out by Shen and co-workers.29,30 They
used SFG to measure the vibrational spectrum of
interfacial water and were able to identify the peak
that corresponds to free OH bonds. Molecular dy-
namics calculations of the surface vibrational spectra
using a flexible SPC model are in qualitative agree-
ment with this result.67 Despite this progress, the
question of the orientation of water at interfaces is
very much open. For example, it is not clear how
important the effects of water polarizability and long-
range forces, which are missing from most of the
treatments discussed above, are (although there is
some evidence that the inclusion of electronic polar-
izability does not change the structure significantly,
but may slow down the molecular reorientation
dynamics63,113).
Molecular orientation at interfaces can be affected

by external perturbations. An example is shown in
the right center panel of Figure 2 for the water/Pt
interface. The solid line shows that when there is
no external electric field, the water dipoles lay
parallel to the interface, as in the previous examples.
This is despite the fact that the water/Pt potentials
are such that a single water molecule is adsorbed
with an oxygen on top of a Pt atom (so that the water
dipole is perpendicular to the interface), reflecting the
tendency of water molecules to maximize hydrogen
bonding. When an external electric field of an
intensity of 1 V/Å is applied to the system (corre-
sponding to a charge of 8.8 µC cm-2), the peak of the
distribution shifts in the expected direction depend-
ing on the sign of the charge on the metal. When
the metal is positively charged, there is a significant
population of water molecules whose dipoles point
into the bulk water. When the metal is negatively
charged, the competition between the water/Pt po-
tential, the external field and the hydrogen bonding
results in the dipole pointing toward the metal, but
the normal direction is not as preferred as in the case
of the positive charge. These results are similar to
what has been observed by other studies of water
near charged surfaces.84,85,87 However, the quantum
mechanical aspects of the bonding of the oxygen lone
pair to the metal surface, as reflected by a modified
work function, are still not well understood.86
Experimental and theoretical data on liquids at

solid surfaces, and in particular, the water orienta-
tion at solid metallic and nonmetallic surfaces are
widely available using a number of experimental
techniques. Because this has been extensively re-
viewed in recent years, we refer the reader to these
papers for details.45,54,114

4. Dynamics
Finally, we briefly consider the dynamics of liquids

at interfaces. At the liquid/vapor and liquid/liquid

interfaces, the available data mainly concern the
macroscopic dynamics (capillary wave and hydrody-
namics), but very little has been done on the micro-
scopic dynamics such as molecular rotation. (The
local diffusion and viscosity of liquid at interfaces was
discussed earlier in this paper.) Thus, most of what
is known about the microscopic dynamics has been
obtained using molecular dynamics computer simu-
lations. Relatively more information about molecular
dynamics at the liquid/solid interface has become
available in recent years through the application of
new spectroscopic techniques.45,114

For water molecules at interfaces, it is generally
observed that the dipole reorientation time is only
mildly different at the interface from the value in the
bulk.74,83,115 Similarly, the H-H vector reorientation
time (which determines the NMR line shape) is only
slightly affected. Nevertheless, the variations in this
quantity as one examines different interfaces are
quite informative.
If êr is a unit vector along the H-H vector in a

water molecule (or along another molecule-fixed
direction for other reorientations), then a measure
of the reorientation time of this axis is provided by
the time correlation function:

where the angular brackets represent an ensemble
average over all the water molecules in the interface
region (or in the bulk) and over all time origins τ,
such that τ is less than the residence time of the
molecule in the given region. P2(x) ) (3x2-1)/2 is the
second Legendre polynome.
The bottom panel of Figure 2 shows the H-H

reorientation time correlation function for water in
different systems. The reorientation dynamic at the
liquid/vapor interface is slightly faster than in the
bulk, whereas at the water/DCE interface it is
slightly slower than in the bulk. The first layer of
water at the water/Pt surface is much less mobile in
comparison. Although the actual numbers will vary
depending on the potential energy surface of the
water (for example, including electronic polarizability
generally slows down the dynamics), the relative
numbers seems to reflect the strength of the interac-
tion between water and the second phase and the
tendency of water to maximize the hydrogen-bonding
network. It is interesting to note that there is
evidence from molecular dynamics simulations that
an external electric field which breaks down the
hydrogen-bond network gives rise to a moderate
acceleration in the molecular rotation and diffusion
time.54,116

In addition to the single molecule dynamics, the
dynamics of more global surface deformations at
length scales just above the bulk correlation length
may be of relevance to the behavior of a chemically
interesting system. This will become more clear
below when we discuss the issue of surface rough-
ness. These surface deformations have been char-
acterized at the water/DCE interface.74 They can be
thought of as transverse density fluctuations (“fin-
gers”), whose dynamics are on the tens of picoseconds
time scale.

C2(t) ) 〈P2[êr(t + τ)êr(τ)]〉 (3)
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All the data in Figure 2 were obtained from
molecular dynamics simulations of several systems
involving molecular liquids (mainly water). Although
current statistical mechanical theories of inhomoge-
neous molecular liquids are able to calculate molec-
ular orientation and give some limited information
about the pair correlation,52 more detailed structural
and dynamical information is not available.
The unique molecular structure and dynamics are

expected to influence solvation and reactions in a
fundamental way, as will be demonstrated later in
this paper. In many cases, the contribution of the
solvent to the equilibrium and dynamic behavior of
a chemically “interesting system” are coming mainly
from the first few solvation shells. Thus, any change
in the liquid structure at the interface may leave its
signature in the structure of the solute solvation
shell.

C. Dielectric Properties
An important macroscopic property of liquids at

interfaces is their dielectric constant. Knowledge of
this property is especially important for understand-
ing the behavior of ions and polar solutes at liquid
interfaces, and therefore a significant part of this
review will deal with this issue. The dielectric
constant and, more generally, the dielectric response,
of a liquid at the interface reflect all of the unique
interfacial microscopic characteristics discussed above.
In general, the reduced orientational freedom (such
as observed at the water/metal interface) and the
reduced density (as in the liquid/vapor interface)
result in a smaller dielectric constant than that in
the bulk.
Because the dielectric response involves contribu-

tions from a large number of molecules that are
spatially distributed at the interfacial region, it is a
difficult quantity to calculate. Thus, although it is
a routine matter to compute the dielectric constant
and the frequency-dependent dielectric response for
bulk liquids, no such calculations have been reported
for liquids at interfaces. As a result our knowledge
about this quantity is limited to indirect experimental
information and simple models, whose consequences
may be tested by comparison with experiments and
simulations.
Typically, the dielectric constant is used in con-

tinuum electrostatic models of the interface in order
to determine solvation free energies and the qualita-
tive effects of the interface on the structure of
adsorbed species and their interactions. One simple
approach is to assume that the dielectric constant is
equal to the bulk value up to a mathematically sharp
interface, where it jumps to the constant bulk value
of the second phase. This step-function model has
been extensively used in the literature,55,117 and it
will be used later in this review. In this model,
interfacial effects are simply the results of image
charges that insure the continuous variation of the
tangential component of the electric field across the
interface. Another model used extensively in inter-
facial electrochemistry is based on the assumption
that as far as the dielectric behavior is concerned,
the interfacial region is a separate phase with a fixed
dielectric constant, different from the values of the

two bulk phases. Thus, a dielectric constant of 5-10
for the few water layers adsorbed on the metal
electrode is used to explain capacity measurements
and the spectroscopic line-shape shifts of adsorbed
species.1
Given that the dielectric constant is a macroscopic

continuum concept, it is expected that it will fail at
some point for a system which is only a few molecular
diameters in size. One way to push this concept
down to microscopic sizes is to consider the dielectric
constant a function of the distance from the interface,
ε(Z). This dielectric profile can be used in continuum
electrostatic models in a way similar to the use of a
distance-dependent dielectric constant in bulk sol-
vation models.118 Near the liquid/gas critical point,
where the interface is broad, ε(Z) may be expanded
to linear order in z and used in analytical theories.109
Information about the dielectric profile can be ob-
tained by a fit of an assumed mathematical shape
(such as the Fermi profilesa tanh function of z) to
results of ellipsometric measurements.36 Section IV
below includes further discussion of this model.
The dielectric properties of the interfacial region

may affect solvation and chemical reactions in a
significant way. The free energy of solvation of polar
or charged species increases as the dielectric constant
of the medium decreases, resulting in a change in
the reaction free energy and the activation free
energy, and thus, in the equilibrium and rate of the
reaction. The solvation free energy of a nonreactive
solute at the interface region determines its concen-
tration profile, which is an important ingredient in
electrical double layer theories. A number of ex-
amples will be discussed in detail in sections IV and
V.

D. Surface Roughness
Density fluctuations described in terms of ther-

mally excited capillary waves give rise to an apparent
surface roughness which may be correlated with the
surface tension. Although this global roughness is
an important characteristic of liquid interfaces, it has
become increasingly clear in recent years that the
local surface roughness, which is a microscopic
dynamical aspect of the surface, is more relevant to
an understanding of the behavior of solutes at
interfaces. For example, using fluorescence depolar-
ization experiments, Wirth and co-workers have
shown that the reorientation dynamics and the
lateral diffusion of acridine orange at several water/
hydrocarbon interfaces do not correlate with the bulk
viscosity of the bulk media or with the surface
tension,40,41 but are affected by the molecular shape
of the solute and the roughness of the interface.
Potentially, more direct information about the local

roughness of liquid surfaces can be obtained by the
scattering of atoms and molecules from the free liquid
surface. Experiments of this type have been recently
carried out by Nathanson and co-workers.119-122 In
this case, the orientational distribution of the scat-
tered atoms and molecules and their energy distribu-
tions provide the link to the local microscopic struc-
ture. Although Nathanson and co-workers were able
to correlate the sticking probability to the thermo-
dynamic enthalpy of solvation, there is evidence from
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molecular dynamics simulations that surface rough-
ness plays an important role in determining the
orientational distribution and the initial fate of the
colliding molecules.123-125

Perhaps the most important role of the local
surface roughness may be realized in the case of the
liquid/liquid interface. An example of the type of
roughness encountered is shown in Figure 3, in which
a snapshot of the water/DCE interface is represented
using a Conolly surface plot.126 The ability of reac-
tant molecules to approach each other at the inter-
face, when they are restricted to being in different
phases, may be changed significantly if an ap-
preciable roughening of the interface is possible. The
transfer of solute across the interface may also be
assisted by surface roughness. These topics will be
discussed in more detail below.
To summarize this section, a number of the proper-

ties of the liquid interfacial region, such as the
density, the viscosity, and the dielectric constant,
have a bulk counterpart, and their effects on chemical
reactions and solvation can be discussed, at least as
a first step, in terms of concepts which have been
developed for bulk phenomena. However, the inter-
facial region is also characterized by a number of
properties that are qualitatively unique to the inter-
face region, and their effect on chemical reactivity is
less clear. This includes the structural and dynami-
cal surface roughness, the specific molecular orienta-
tion, and other unique microscopic structural fea-
tures. In the rest of the paper we will present
examples to demonstrate all of the above liquid
interface characteristics.

III. Isomerization Reactions

A. General Discussion
Isomerization reactions are some of the simplest

and most common chemical processes. They have
been used extensively to study solvent effects on the
rate and equilibrium of bulk solution chemical
reactions.47,48,106,127-129 As a result, they represent a
class of reactions in which solvent effects are rela-
tively well understood, and thus they are an attrac-
tive choice for understanding solvent effects on

interfacial chemical reactions. More importantly, in
recent years, experimental data on the rate and
equilibrium of interfacial isomerization reactions are
beginning to be reported with the help of new
experimental techniques.
Experimental studies of solvent effects on chemical

reaction rates are sometimes difficult to interpret
because the rate is affected by both equilibrium
changes in the reaction free energy (which deter-
mines the transition state theory rate constant) and
dynamical corrections due to the solvent friction.47
One may get around this by assuming that one of
the effects is small, or by considering a sequence of
reactions where one effect stays approximately con-
stant. By using molecular dynamics computer simu-
lations,48 it is possible to disentangle the static and
dynamic effects and learn about the way in which
the solvent environment influences the reaction at
the microscopic level. This is the approach that is
stressed below.

B. Experimental Observations
The first study of the rate of isomerization reac-

tions at liquid interfaces was carried out by Sitzmann
and Eisenthal.15 They used picosecond SHG to
measure the rate of the cis-trans interconversion of
DODCI (3,3′-diethyloxodicarbocyanine iodide) at the
water/air interface, and they compared it with the
isomerization reaction in bulk water. They found
that the reaction rate at the interface is about a factor
of 2.5 larger relative to the rate in the bulk. Assum-
ing that the activation energy for this reaction at the
interface is equal to or greater than the one in the
bulk (given the more polar nature of the transition
state than the reactants), Sitzmann and Eisenthal
have interpreted the effect on the rate as being due
to the smaller friction at the interface.
Scott, Liu, and Doubleday130 used picosecond mul-

tiple light scattering to study the photoisomerization
of stilbene at the Al2O3/hexane interface. They found
that this reaction is slower at the liquid/solid inter-
face than in bulk hexane. It is likely that this effect
is due to the adsorption at the solid surface and is
not a “solvent effect”. There are numerous studies
of stilbene isomerization in bulk liquids.131 Thus, an
examination of this reaction in a variety of liquids
with the same solid surface (and therefore, similar
binding) may shed light on the interfacial liquid
effects.
A similar case of isomerization at the liquid/solid

interface was studied by Meech and Yoshihara.18
They used picosecond SHG in a total reflection
geometry to measure the rate of the photoisomeriza-
tion of malachite green at the diethyl ether/quartz
interface, as well as at the quartz/air interface. They
found the rate of reaction at these two surfaces to be
almost identical (and also similar to the rate at the
silica/air interface19), but much slower than the
reaction in the bulk liquid. Again, it seems that the
adsorption on the solid surface is the main effect.
However, it is known that the rate of this reaction is
very sensitive to the viscosity of the bulk liquid.46
Thus, studies of this reaction at the quartz/liquid
interface with a variety of liquids would prove most
interesting.

Figure 3. A snapshot of the water surface in contact with
1,2-dichloroethane. Shown is the Conolly surface of the
water’s oxygen using as a probe a ball of radius 5 Å. The
Gibbs surface is at Z ) 4 Å.
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Obviously, much more experimental data are needed
before a thorough understanding of interfacial sol-
vent effects on simple isomerization reactions is
gained. In particular, a systematic study of liquids
of different viscosities is necessary. However, even
at this point, several questions emerge from the
experiments discussed above:
(1) Can one understand the effect of the interfacial

region on the rate of reaction by considering the
effective liquid density and viscosity at the interface,
or are there unique surface effects that cannot be
accounted for by simply assigning to the interface
region a new effective density and viscosity?
(2) What is the relative importance of the equilib-

rium vs the dynamic solvent effect when one consid-
ers the change in the rate of the reaction from the
bulk to the interface?
The theoretical models discussed below are pre-

liminary attempts to shed light on these issues.

C. A Simple Model of an Interfacial
Isomerization Reaction
The brief survey of available experimental data

suggests that for isomerization reactions in simple
nonpolar liquids, or in the case of reactions that do
not involve significant change in the charge distribu-
tion, liquid interfacial effects result from the change
in the solvent’s density and viscosity. As discussed
in section II.A, for a reaction that involves a change
in the volume occupied by the reactants and products,
the reduced density at the liquid/vapor interface will
change the free energy of the reaction, and thus, the
equilibrium constant. A similar consideration applies
to the activation free energy, and thus, the transition-
state theory rate constant. The reduced viscosity at
the liquid/vapor interface may decrease or increase
the rate relative to the value in the bulk liquid,
depending on if the rate-limiting step is energy
activation or diffusion across the barrier, respectively.
At the solid/liquid interface, where the liquid density
and viscosity is higher than that in the bulk, an
opposite behavior is expected.
These simple considerations may be examined

quantitatively by a simple model isomerization reac-
tion that has been used in the past to study solvent
density and viscosity effects in bulk liquids.127,132 The
reaction system consists of two atoms moving along
the interatomic distance r between a compact and an
extended state under the influence of the double-well
potential:

where R is the distance between the two minima and
r0 is the location of the barrier whose height is V0.
This reaction is studied at the liquid/vapor interface
of a 6-12 Lennard-Jones atomic liquid, and at the
interface between a 6-12 Lennard-Jones liquid and
a flat solid surface whose interaction with the liquid
is modeled using a standard 9-3 Lennard-Jones
potential. The center of mass of the diatomic is
restricted to being near the Gibbs dividing surface
in the case of the liquid/vapor interface, and phys-
isorbed to the solid surface in the case of the liquid/
solid interface. The reaction free-energy profile and

the rate of the reaction have been calculated and
compared with the results in the bulk Lennard-Jones
liquid.

1. Equilibrium

Figure 4 presents a summary of the free-energy
profile as a function of the reaction coordinate r for
the different systems (we use reduced units: r* )
r/σ, where σ is the Lennard-Jones distance param-
eter). The symmetric double-well potential of the free
diatom (the gas phase potential) is shown in the top
solid line. It becomes asymmetric in the bulk liquid
(bottom solid line), reflecting the negative free-energy
contribution of the solvent at interatomic distances
much smaller than typical interatomic distances in
the pure liquid133,134 (around r* ) 1.1 for a Lennard-
Jones liquid in the liquid/vapor coexistence region).
Thus, although the free energy of the extended state
is almost unchanged, the compact state is stabilized
by about 4kT.
At the liquid/vapor interface, the lower density

(about 50% of the bulk value) makes the solvent
contribution to the free energy less negative by about
a kT.135 This is the expected effect, as discussed
earlier. It can be semiquantitatively explained by a
consideration of the dependence of the bulk liquid
radial distribution function (or, more directly, the
cavity distribution function) on the density.134
At the solid/liquid interface,136 the free energy

profile shows that the compact state is only slightly
more stable than that at the liquid/vapor interface,
which would seem to be consistent with the higher
density of the liquid. However, the reaction free
energy profile also includes a contribution due to the
adsorption on the solid surface. Since this contribu-
tion can be independently calculated,136 to be 2kT,
one in fact finds that the solvent contribution at the
solid/liquid interface is less negative than even that
at the liquid/vapor interface, despite the fact that the
density of the liquid near the wall in the system
considered in Figure 4 is about 3 times the bulk
density!136 This result can be explained by realizing
that when the diatomic solute is adsorbed at the
surface, not all of the solvent molecules are available

U(r) ) V0[4((r - r0)/R)
2 - 1]2 (4)

Figure 4. The reaction free energy for an isomerizing
diatomic in the gas phase (top solid line), in the bulk of a
Lennard-Jones liquid (bottom solid line), at the Leonard-
Jones liquid/solid interface (bottom dotted line), and at the
Lennard-Jones liquid/vapor interface (top dotted line). In
all cases, T* ) 0.9. (Taken from ref 172. Copyright 1995
American Chemical Society.)
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to solvate it. Thus, although the effective density is
high, a significant portion of the space around the
diatomic solute does not include any solvent mol-
ecules. This is expected to be even more pronounced
when the reactants are more strongly adsorbed to the
solid surface.
The reaction free energy profile can be used to

estimate the effect of the interface on the transition-
state theory rate constant. Specifically, at both the
liquid/vapor and the liquid/solid interface, the com-
pact state is destabilized compared with that in the
bulk, whereas the transition state is unaffected
(compare the three lower curves in Figure 4). Thus,
for the model discussed here, the transition-state
theory rate constant will be higher by about a factor
of 2. The correct rate constant includes dynamical
solvent effects, which will be considered next.

2. Dynamics

Studies of the model reaction system discussed
above in bulk liquids at densities close to the one
considered here show132 that the rate constant for the
isomerization reaction diminishes as the density
increases, due to an increase in the recrossings of the
transition state. Even though the system reaches the
transition state with the correct velocity (toward the
product), it may reverse direction and not react. This
is quantitatively reflected by the probability of cross-
ing, or transmission coefficient κ, being less than one.
Typical values of κ are between 1 and 0.1, and thus
are not that important in correcting the absolute rate
constant. However, we have just noted that typical
equilibrium surface effects can be of the same order
and thus it is important to investigate what the
dynamic solvent effects would be at liquid interfaces.
The lower viscosity and density at the liquid/vapor

interface suggest that the number of recrossings will
decrease, κwill be closer to one, and the rate constant
will increase relative to the bulk, other things being
unchanged. This is indeed what has been found in
molecular dynamics calculation of κ. At the liquid/
solid interface, a very mild increase in κ has been
observed, despite the increase in the apparent viscos-
ity of the liquid.136 These calculations are performed
by initiating trajectories at the transition state in the
direction toward the product state and then counting
the trajectories that were able to continue to the
product-state well.48
The exact value of κ depends on the reaction free-

energy profile, in particular the barrier frequency.
In order to better understand the above results, one
may calculate the friction exerted by the solvent on
the reaction coordinate, which is approximately
independent of the shape of the reaction system
potential. The dynamic friction on the reaction
coordinate is calculated using:47,106,137

where â ) 1/kT, µ is the reduced mass of the diatomic
solute and f(t) is half the total force along the diatom
bond at time t. The subscript “c” refers to the
“clamping approximation”, where the force is calcu-
lated while the bond distance is fixed at the transition
state.47,106,137

Figure 5 shows the dynamical friction on the
reaction coordinate in the bulk liquid (solid thick
line), at the liquid/vapor interface (thin solid line) and
at two different fixed orientations at the liquid/solid
interface. The shape of the curve is very similar in
all cases, the main difference being the value of the
zero-time friction. At the liquid/vapor interface, the
reduced density causes less frequent collisions with
the diatomic solute, and less friction. At the liquid/
solid interface, the force along the reaction coordinate
due to the collisions with the liquid atoms depends
on the orientation of the diatom. When it is perpen-
dicular to the interface, the atom closer to the wall
is almost unable to experience collisions with a
significant component along the bond, and the fric-
tion in this case is smaller than in the case where
the diatom is parallel to the interface. In both cases,
the friction is less than in the bulk because of the
less frequent collisions with the liquid atoms when
the diatomic molecule is adsorbed on the solid
surface.
Knowledge of the dynamic friction ú(t) allows for

an approximate calculation of the transmission coef-
ficient for different reaction profiles,47,106,137,138 thus
avoiding the need for a full molecular dynamics
calculation of the transmission coefficient. For de-
tails about these calculations, the reader is referred
to the original papers.135,136

Although the simple model discussed above is an
extremely simplified representation of the real ex-
periment, it is worthwhile noting that at the liquid/
vapor interface, one indeed gets an enhancement of
the rate due to a transmission coefficient being closer
to 1 than in the bulk liquid. At the liquid/solid
interface, the dynamical solvent effect also leads to
a slight increase in the rate, contrary to the observa-
tion of a slower rate at the surface. This suggests
that the main effect in the experimental system is a
strong adsorption of the solute to the solid surface.
Indeed, as the analytical calculation of the surface
contribution to the reaction profile shows,136 by
increasing the well-depth of the solute/surface 3-9
Lennard-Jones potential, the activation energy can
be made significantly larger than the one in the bulk
liquid. Finally, it is interesting to note that in both
liquid interfaces discussed above, the magnitude of
the equilibrium interfacial solvent effect is compa-
rable to the magnitude of the dynamic effect, a result

ú(t) ) â/µ〈f(t)f(0)〉c (5)

Figure 5. The time-dependent friction on the reaction
coordinate for an isomerizing diatomic in various environ-
ments: solid line, in the bulk Lennard-Jones liquid (T* )
1.0, F* ) 0.78); dashed and dotted lines, the diatom is
adsorbed at the liquid/solid interface with fixed parallel and
perpendicular orientation, respectively (same T and F); thin
solid line, at the liquid/vapor interface (T* ) 0.9, F* ) 0.74).
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that may have wider applicability in cases of weakly
adsorbed reactants.

D. Isomerization Reactions at Aqueous
Interfaces
Isomerization reactions in polar solvents that

involve a change in the molecular dipole moment as
the conformation changes, may exhibit much more
dramatic interfacial effects because the lower effec-
tive dielectric constant at the interface may signifi-
cantly alter the reaction free-energy profile. As in
the previous model, an investigation of solvent effects
on the rate requires consideration of both equilibrium
and dynamic effects.

1. Gauche−Trans Isomerization at the Water Liquid/
Vapor Interface
A study of the gauche-trans isomerization reaction

of 1,2-dichloroethane (DCE) at the water liquid/vapor
interface has been reported by Benjamin and Po-
horille.139 In this case, the reaction coordinate is the
Cl-C-C-Cl torsional angle φ. In the gauche state
(φ ≈ 60°, 300°), the molecule has an appreciable
dipole moment of 3.2 D, whereas in the trans state
(φ ≈ 180°), the total dipole moment is near zero.
Studies of the torsional free-energy profile of this
molecule (the potential of mean force) in bulk polar
liquids, using integral equation theory140 and molec-
ular dynamics computer simulations,141-144 demon-
strate that the gauche-trans population ratio in-
creases in polar solvents compared with the ratio in
the gas phase, due to the stabilization of the more
polar gauche conformer. Thus, one expects to see a
decrease in this ratio at the water liquid/vapor
interface relative to the ratio in bulk water.
The calculations of the free-energy profile were

performed on a system that included 343 TIP4P
water molecules and one DCE molecule at the liquid/
vapor interface of the water slab at T ) 300 K. The
DCE was modeled using an all-atom fully flexible
potential. To increase the accuracy of the calcula-
tions and their sensitivity to the solvent effect, the
free energy calculations were done using a biasing
potential that allows for a uniform sampling of the
reaction coordinate.139,145 The results (in terms of
populations) are shown in Figure 6.
The fractional population of the gauche conformer,

obtained by integrating the two peaks at 60° and

300°, changes from 0.23 in the gas phase (the
experimental value is 0.21146) to 0.73 in bulk water.
This result is consistent with the fractions 0.65 and
0.47 calculated in pure DCE141 and in methyl chlo-
ride,143 respectively, which are less polar than water.
At the water liquid/vapor interface, the gauche frac-
tion is 0.5, falling between the gas phase and the bulk
water fractions, and clearly in agreement with the
qualitative argument presented earlier: There is a
destabilization of the more polar conformer at the
water surface.
In order to be a bit more quantitative about the

surface effect, one can compute the solvent contribu-
tion to the potential of mean force by using the
populations in Figure 6. The results of the solvent
contribution in bulk water and at the surface are
shown in Figure 7. The water contribution to the
stabilization of the gauche conformer relative to the
trans conformer is -1.4 kcal/mol in bulk water and
-0.7 kcal/mol at the surface. Figure 7 also shows
the result of a continuum dielectric calculation of this
quantity. The computation involves the free energy
required to “charge up” a DCEmolecule (represented
by four point charges imbedded in spherical cavities)
at a sharp dielectric model of the water surface.74
Although the general trend of stabilizing the more
polar conformer is reproduced, the surface effect is
essentially nonexistent (in both cases, the solvent
contribution is -2 kcal/mol), in addition to the
overestimation of the stabilization of the more polar
conformer. It is possible to recover the surface effect
by allowing the hard spheres (which represent the
DCE atoms) to cross the sharp interface. However,
this will result in a worse overestimation of the
difference between the gauche and trans free energy.
A more detailed examination of the continuum elec-
trostatic model will be presented later.
As in the model discussed in the previous section,

the effect of the interface on the rate constant for the
gauche f trans isomerization reaction includes equi-
librium and dynamical contributions. Figure 6 shows
that the activation energy for this reaction at the
water surface is 0.4 kcal/mol smaller than in the bulk.
This corresponds to an increase in the rate by a factor
of almost 2. The main reason for this is that the
gauche form is destabilized at the interface relative

Figure 6. The probability distribution function for the
torsional angle in a single 1,2-dichloroethane molecule in
bulk water (solid line), at the water liquid/vapor interface
(dashed line) and in the gas phase (dotted line). In all cases,
T ) 300 K. (Taken from ref 139. Copyright American
Institute of Physics.)

Figure 7. The solvent contribution to the torsional
potential of mean force for a single 1,2-dichloroethane
molecule in bulk water and at the water liquid/vapor
interface: solid lines, molecular dynamics free energy
calculations; dashed lines, a continuum electrostatic model.
(Taken from ref 139. Copyright American Institute of
Physics.)
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to the bulk, but the transition state (at φ ≈ 120°),
which is much less polar, is almost unaffected by the
transfer to the water surface. To complete the
discussion, one must determine the fraction of tra-
jectories that cross the transition state. In this case,
one finds139 that although κ may be as low as 0.6,
the values in the bulk and at the interface are almost
the same. Nevertheless, the dynamical behavior of
the trajectories is quite interesting, and the reader
may consult the original paper for details.

2. Gauche−Trans Isomerization at the Water/Organic
Phase Interface

Although no experimental data are available about
the rate and equilibria of isomerization reactions at
the liquid/liquid interface, there are important prob-
lems in cellular biology for which an understanding
of the equilibrium and dynamics of flexible molecules
could be relevant. For example, the rate of transport
of neurotransmitters, anesthetics, antibiotics, and
other drugs across the water/membrane interface
may depend on their conformational state. The time
scale for the conformational transitions compared
with the surface residence time for each conformer
will determine the mechanism of the transfer. The
problem is complicated because it involves calcula-
tions of the torsional potential of mean force as a
function of the distance along the interface normal.
A detailed study of these free-energy surfaces, the

conformational dynamics as well as the transfer rate
across the liquid/liquid interface was carried out by
Pohorille and Wilson for 1,2-dichloroethane (DCE)
and an alanine dipeptide at the water/hexane inter-
face.147 The free energy of the gauche and trans
conformers of DCE as a function of the distance from
the interface, as well as the torsional potential of
mean force, were computed. The rate of the gauche
f trans isomerization reaction at the interface was
found to be much faster than the surface residence
time of each conformer. Thus, the transfer is con-
trolled by the escape rate from the local free-energy
minimum at the interface. For the alanine dipeptide,
there are different stable conformational states in
water and in hexane. The barrier between them is
reduced at the interface, and the molecule adopts an
orientation which allows for the polar group’s maxi-
mum contact with water, while the nonpolar group
is buried in the hexane. The conformational equi-
librium is rapidly established in this case, as in the
case of DCE.

IV. Solvation at Liquid Interfaces

In the previous section, we discussed the fact that
an important step in understanding liquid interfacial
effects on chemical reaction equilibrium and rate is
determining the change in the solvation free energy
of the reactants, products, and the transition state.
We devote this section to a more thorough discussion
of this important aspect of understanding interfacial
chemical reactivity. Because most of the systems
studied involve the solvation of charged and polar
solute at aqueous interfaces, in this section we will
discuss the solvation of ions and polar solutes at the
water liquid/vapor interface. The solvation of ions

at the liquid/liquid interface is an integral part of the
problem of the ion-transfer process, and it will be
discussed in section V.B. Solvation at the metal/
water interface has been extensively reviewed re-
cently,54,117 and only a brief survey of recent results
will be discussed in section IV.B.3 below.

A. Overview and Experimental Background
An important problem in physical chemistry is the

understanding of solvation at the thermodynamic
and microscopic levels.148,149 In the last few years,
significant progress in experiments and theory have
presented an intriguing new picture of solvent
effects,150-155 which complements the large body of
knowledge gained since the beginning of the century
using thermodynamic and continuum level ap-
proaches. This progress has been an integral part
of our current understanding of solution phase physi-
cal chemistry. Unfortunately, much less is known
about solvation at liquid interfaces, and most of what
is known is mainly limited to some indirect experi-
mental data, such as the surface potential and
surface tension of ionic solutions and a macroscopic
continuum level description.55

The development of nonlinear optical techniques
is beginning to provide a wealth of new data about
the behavior of solutes at liquid interfaces. The basic
idea of these experiments is that within the electric
dipole approximation, the second-harmonic response
of a system is generated mainly by molecules that
reside at the interface. The magnitude and polariza-
tion dependence of the signal give information about
the number of these molecules and their orienta-
tion.8,11 This technique has been used to study the
adsorption of solutes at the liquid/vapor, liquid/liquid
and liquid/solid interfaces, in addition to earlier work
on the solid/vacuum interface. A survey of many of
these experimental results has recently been pre-
sented by Eisenthal9 and by Corn and Higgins.11

With recent advances in the study of chemical
reaction dynamics and equilibrium at liquid inter-
faces, it has become clear that a better understanding
of solvation in these environments, especially at the
microscopic level, is necessary. A few examples
clearly demonstrate this: Using SHG, Bhattachryya
et al. found that the equilibrium constant for the acid
dissociation of p-nitrophenol at the air/water inter-
face is shifted toward the neutral molecules by a
factor of 50-100.16 Obviously, a quantitative expla-
nation of this shift must involve a computation of the
free-energy of ion solvation at the water surface.
Similarly, Xiao et al.156 have observed dramatic
changes in the SHG signal upon the protonation of
the acid-base groups of monolayers adsorbed at the
air/water interface. Studies of other reactions9,15,26
and of the adsorption of ionic and neutral solute at
water surfaces10,14,20,21,157-162 depend for their inter-
pretation on a quantitative understanding of solva-
tion at the water surface. Another example is the
uptake of SO2 by water droplets, studied by Davi-
dovitz, Worsnop, and co-workers.163 The uptake rate
was found to be faster than expected on the basis of
the reaction rate between this gas and water in the
bulk. However, it is clear that the interfacial solva-
tion of the HSO3

- ion must be an important factor
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in affecting the rate of this reaction. A number of
charge transfer reactions at the liquid/liquid inter-
face, whose interpretation depends on understanding
the behavior of ions at the liquid/liquid interface,
have been recently studied. This topic will be dis-
cussed separately in section V.B below.
A molecular level understanding of solvation at

liquid interfaces is important for the correct inter-
pretation of the above and other, interfacial phenom-
ena. This is one aspect that will be discussed below.
However, another important goal of these studies has
been to understand the limitations of continuum
models in providing a quantitatively accurate picture
of interfacial solvation. Both the thermodynamic,
static aspect of solvation and the dynamics of solvent
reorganization will be considered below.
The simplest possible problem of interfacial solva-

tion is that of a solute at infinite dilution at the water
liquid/vapor or liquid/solid interface. In this case, one
can avoid the complicated issues of finite ionic
concentration, double-layer effects, and interionic
interactions, which make a full microscopic descrip-
tion of the inhomogeneous system intractable. These
issues have been discussed by many workers and
have been recently extensively reviewed,52,164-167 and
thus they will not be considered here except to
provide some relevant information.
Even the simple problem of a single solute at a

water surface is too demanding for a statistical
mechanical treatment which includes a microscopic
solvent description. Thus, this problem has been
studied using continuum models and computer simu-
lations, and it will be discussed next.

B. Equilibrium Solvation at Liquid Interfaces

1. Preliminaries
The solvation free energy of ions and other solutes

in bulk solvents can be determined by standard free-
energy simulation techniques,57 for example, by
calculating the reversible work necessary to “grow”
the solute from nothing to its final size and charge.
This gives the absolute free energy of solvation, which
is quite sensitive to the choice of potentials and
boundary conditions. At the planar water surface,
the solvation free energy will depend on the location
of the solute along the interface normal, which
further complicates things. However, if one is inter-
ested in the solvation free energy relative to the value
in the bulk, the resulting free energy profile is much
less sensitive to the choice of potentials and boundary
conditions, and it is, in fact, more relevant to the
issue of interfacial solvent effects on chemical reac-
tivity.
If P(z) is the solute position probability distribution

function, then the free energy profile is given by50,53

where â ) 1/kT, δ is the Dirac δ function, zS is the
location of the solute along the interface normal and
the ensemble average is over the position of all
particles (the liquid and solute). In the bulk region,
A(z) is independent of z because of translational
invariance. We take it as our zero free energy point.

Despite its apparent simplicity, there are no sta-
tistical mechanical (analytical or numerical) calcula-
tions of it for a solute at the liquid/vapor interface of
water (or any other model liquid). One problem is
that the integral in eq 6 involves an interfacial liquid
pair correlation function, which is very difficult to
compute, even for simple inhomogeneous liquids.52
Thus, all of our current knowledge about the free-
energy profile A(z) has been obtained through simu-
lations. These simulations involve the use of a
biasing potential which allows for an adequate sam-
pling of the high free energy region.168 The particu-
lars about the choice of the biasing potential and
other technical details can be found elsewhere.169-171

We review here some results on free-energy profiles
of a solute at the liquid/vapor interface of water and
the water/metal interface. Results on the liquid/
liquid interface will be discussed in section V.B, on
ion transfer across the interface.

2. Ion Solvation at the Water Liquid/Vapor Interface
Figure 8 shows the results of such a calculation for

a chloride ion at the water liquid/vapor interface.172
The system includes 343 water molecules modeled
using a flexible SPC potential,171 and a single chloride
ion interacting with the water via a Lennard-Jones
plus coulomb potential. The calculations were also
done for a chloride ion whose charge was reversed
(“Cl+”). As the figure shows, there is a significant
free-energy increase as the ions move toward the
interface. This is, of course, consistent with the
common knowledge (based on surface tension mea-
surements of dilute electrolyte solutions) that small
ions are “repelled” from the interface.55 The free
energy of adsorption may be taken to be A(zGibbs) -
A(zbulk), which is around 10 kcal/mol. This suggests
that there is an ion-free region of few angstroms near
the Gibbs surface. The free energy profile also show
that the ions begin to “feel the surface” when they
are about 8 Å away from the Gibbs surface, even
though the water structure at this distance is nearly
indistinguishable from the structure of bulk water
(according to simulations).
The free energy profile of “Cl+” shows that this

positive ion begins to feel the interface when it is

A(z) ) -â-1 ln P(z) ) -â-1 ln〈δ(zS - z)〉 (6) Figure 8. The adsorption free energy of an ion as a
function of the distance along the normal to the water/
liquid vapor interface at T ) 300 K; solid line, a continuum
electrostatic model calculation based on a sharp interface
located at the Gibbs surface (11.5 Å from the center of the
lamella); dashed line, molecular dynamics free energy
calculations for Cl-; dotted line, molecular dynamics
calculations for “Cl+” (see text). (Taken from reference 172.
Copyright 1995 American Chemical Society.)
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further away than the negative ion. This result is
consistent with surface potential measurements173
and thermodynamic models based on the Gibbs
isotherm equation and surface tension, which suggest
a lower concentration of positive ions than negative
ions of approximately the same size. A detailed
analysis of the structure of water as the ion is being
pulled toward the interface has been carried out by
Wilson and Pohorille.170 By considering the orienta-
tion of water dipoles, they found greater resistance
to driving positive than negative ions toward the
interface. When an ion is pulled beyond the Gibbs
surface, a significant “bulge” develops in the water,
which suggests that the ion tends to keep its solva-
tion shell. This point has also been addressed by
Benjamin,171 who found that the contribution of the
first shell to the ion interaction energy is mildly
affected by the transfer to the surface. We will see
later that this is a general result for ion at interfaces,
and it has important consequences for solvation
dynamics and charge-transfer reactions.
In addition to providing some microscopic detail

that is very valuable (and almost impossible to gain
by any other means), the simulation results of ionic
solvation can be used to test the only other ap-
proximate theoretical treatment of ion adsorption free
energy at interfacessthe continuum electrostatic
model. In the simplest form of this model, the ion is
represented by a spherical charged cavity, and the
interface is the mathematically sharp border between
two dielectric slabs whose dielectric constants are
taken to be equal to 1 (vacuum) and 82.5 for bulk
water (flexible SPC model). The free energy of
charging this ion is numerically calculated by solving
the Poisson equation. It is assumed that other
contributions to the solvation free energy (mainly the
cost to create the cavity) do not vary appreciably as
the ion approaches the interface.
The solid line in Figure 8 shows the result of this

calculation. The cavity radius (2.3 Å) is taken to be
the value which reproduces the solvation free energy
of the chloride ion in bulk SPC water, and the
interface location is taken to be the Gibbs dividing
surface. The continuum model underestimates the
free energy a few molecular diameters “below” the
interface, and overestimates it when the cavity begins
to cross the interface. It is easy to show that this
will be the case for other choices of the interface
location.
Another possible continuummodel is the one based

on the dielectric profile ε(z). On the bulk side of the
Gibbs surface, this model will have an effective
dielectric constant which is smaller than that of bulk
water, and on the vapor side of the surface it will
have a value which is greater than 1. Consequently,
the free energy curve will look more like the molec-
ular dynamics results. In fact, one does not need to
calculate the solvation free energy of a finite size
cavity in such a medium to realize that it is possible
to find a profile that will exactly match the molecular
dynamics results. Does this mean that the con-
tinuum model with a dielectric profile is a fair
representation of the solvation of a simple ion at the
interface? We will see below in section C that, in fact,

this model is a poor choice as far as the solvation
dynamics are concerned.

3. Ionic Solvation at the Water/Metal Interface

The solvation of ions and molecules at the water/
metal interface is one aspect of the more general
problem of the structure of the electrolyte/electrode
interface. This subject is discussed at length in every
textbook on electrochemistry,2 with the focus being
on treating the solute and the metal with great care
and, typically, on assuming a simple continuum
model description of the solvent. In recent years, due
to advances in in situ experimental techniques45 and
in the theoretical understanding of the molecular
structure of water at the metal surface,52,174 there has
been an effort to treat all aspects of the problem at
the microscopic level.167 In this section, we briefly
review the progress of treating ionic hydration at a
metal electrode using a full microscopic water model.
For treatment of the same problem using a simplified
water model see ref 52.
The first attempt to study the ionic distribution

profile at the water/solid interface was by Spohr and
Heinzinger, who studied a system of 8Li+ and 8I-

ions dissolved in 200 water molecules between un-
charged flat Lennard-Jones walls.80 However, the
question of ionic hydration was not addressed.
Rose and Benjamin175 considered in detail the

structure of the hydration shell around Na+ and Cl-
ions at the water/Pt(100) interface, and they deter-
mined the free energy profile for the adsorption of
these ions. The water-Pt potentials developed by
Spohr and Heinzinger were used.81,82,115 In addition,
a form of ion-metal image interactions was included.
They found that although the structure of water at
the interface is significantly different from the struc-
ture in the bulk, the structure of the hydration
complex is relatively unperturbed. The free energy
profile is nonmonotonic and shows a barrier to
adsorption. The different behavior of the negative
and positive ions mirrors the behavior at the water
liquid/vapor interface discussed above. In a later
study, the effect of charges on the metal was inves-
tigated.176 Unless the external electric field is very
high, the ions still keep their solvation shell. The
electric field was also found to decrease the residence
time of water molecules in the ion’s hydration shell.
Seitz-Beywl et al.177 studied the hydration shell

structure of Li+ and I- at the interface between water
and an uncharged Pt surface. They found that the
ion size plays an important role in the ability of the
ion to lose part of its hydration shell upon adsorption.
Glosli and Philpott178 presented a systematic study

of ion size effect, showing that although F- and Cl-
keep their solvation shell, Br- loses part of the shell
and I- is adsorbed with no water molecules inter-
posed between the ion and the metal at any time. A
similar stability of the Na+ hydration shell upon
adsorption was found by Matsui and Jorgensen179
using a Monte Carlo simulation, which included ion-
wall and water-wall image interactions.
Berkowitz and co-workers have developed an ana-

lytical representation of the atomic Pt/water inter-
face88 based on the Spohr-Heinzinger potentials.
They have used it to study the adsorption of Li+ and
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I- at this interface.180 In agreement with previous
studies, they have found that the I- anion contact
adsorbs, with no water molecules between the anion
and the surface. However, even though the Li+
adsorbs with a full hydration shell, it is much closer
to the metal surface than one might expect based on
the ion-free Helmholtz layer concept.181 They also
computed the free-energy profile and found that the
barrier to adsorption for Li+ is greater than that of
I-.
An important conclusion of many of the above

studies is that although the water structure near the
metal is significantly different from that of bulk
water, the strong water-ion interactions are able to
compete with the structural constraints imposed by
the surface on the interfacial water molecules, and
to leave the hydration shell of small ions intact. We
will see later that this has important implications
for electron-transfer reactions.

4. Solvation of Other Solutes at Liquid Interfaces

Although the results of the molecular dynamics
simulation of the adsorption of small ions are con-
sistent with the indirect experimental data on the
adsorption of these ions, a more direct comparison
with experimental data would be desirable. This has
been recently possible thanks to a wealth of optical
SHG results provided by several workers.9,11 Because
the optical second-harmonic signal is produced by the
optical transition of the valence electrons, the signal
is particularly easy to detect from molecules with an
extended π-orbital system. These molecules are
quite large, and thus, the contribution to the solva-
tion free energy due to the hydrophobic nature of the
solute needs to be considered in addition to any
electrostatic contributions.
In a series of experiments by Eisenthal and co-

workers, the competition between the hydrophobic
and electrostatic effects in determining the adsorp-
tion and solvation of solute molecules at the water
liquid/vapor interface was clearly demonstrated.14,20,21
In these experiments, the adsorption isotherm of a
series of alkylphenol CH3(CH2)nC6H4OH and alkyl-
aniline (the OH is replaced by an NH2 group) was
determined by monitoring the SHG signal as a
function of bulk concentration. From this data, the
adsorption free energy for molecules with varying
alkyl chain lengths was determined. Phenol and
alkylphenol are surface activestheir hydrophobicity
is reflected in their tendency to adsorb at the water
liquid/vapor interfacesand so, unlike the small ions
discussed earlier, the transfer to the interface in-
volves a lowering the solvation free energy. However,
when the phenol is deprotonated to produce the
phenolate anion (which is controlled by the bulk pH),
the molecule surface activity is lost and the minimum
free energy is in bulk water. By increasing the length
of the alkyl chain one can reach the point where the
molecule again becomes surface active. Of course,
all of this has been well known for many years from
simple surface tension measurements,7,182 but what
these recent experiments were able to provide is
accurate information about the surface concentration
and the ability to determine the precise balance
between the electrostatic and hydrophobic driving

forces. In particular, it was found that each CH2
group lowers the adsorption free energy by 0.78 kcal/
mol, and five such groups are required to restore the
surface activity of the phenolate anion.
In an effort to understand the microscopic struc-

tural changes involved in the adsorption of a surface
active group, and in particular, how the competition
between the hydrophobicity of the hydrocarbon chain
and the hydrophilicity of the polar group determines
energetics and molecular orientation, Pohorille and
Benjamin studied the adsorption of phenol183 and
pentyl phenol184 at the water (TIP4P model) liquid/
vapor interface using molecular dynamics computer
simulations. The results of the free-energy profile
for these two molecules are shown in Figure 9.
Unlike the profiles shown in Figure 8, the curves are
nonmonotonic. The free energy minima are at the
interface region, on the vapor side of the Gibbs
surface. The adsorption free energies are -2.8 ( 4.0
and -8.8 ( 0.7 kcal/mol for phenol and pentylphenol,
respectively, in reasonable agreement with the ex-
perimental values of -3.8 and -7.3 kcal/mol, respec-
tively. Note also the small barrier located in the bulk
water (9 and 6 Å away from the Gibbs surface for
pentyl phenol and phenol, respectively). The location
of these barriers corresponds to the point where the
respective molecules begin to be rotationally con-
strained. Support for the existence of such barriers
is provided by measurement of the adsorption rate,
which is found to be slower than the diffusion time.20
Other structural information such as the molecular
orientation (the OH group points toward the bulk
water, as expected and in agreement with the experi-
ments) and conformations of the pentyl phenol can
be found in the original papers.183,184

C. Solvation Dynamics at Liquid Interfaces
In recent years, it has become increasingly evident

that in cases of fast charge-transfer reactions in polar
liquids, the energetics and structural characteristics
of the equilibrium solvation may not be realized in
the short time scale of these reactions. One needs
to consider the situation where the solvent dipoles
are out of equilibrium with the charged solute, and
to understand that this situation has significant

Figure 9. Adsorption free energy profile for phenol
(dashed line) and for pentyl phenol (dotted line) at the
water surface (T ) 300 K). Also shown is the density profile
of water (solid line). Z ) 0 is the center of the water lamela.
The Z position of phenol is its center of mass, and for pentyl
phenol it is the position of the para carbon (also close to
the center of mass).
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implications for the rate of reactions.151-154,185-194

With the application of time-resolved, nonlinear
optical techniques to the study of charge-transfer
reactions at interfaces, the issue of nonequilibrium
solvation and the dynamics of the relaxation toward
equilibrium solvation will have to be critically exam-
ined for interfacial reactions as well. This will be
further considered in section V below. In this section,
we use the solvent dynamical response to a newly
created charge distribution to provide an additional
check on the continuum electrostatic model of small
ion solvation presented earlier in section IV.B.2. In
that section, it was shown that a continuum electro-
static model with a sharp boundary between the
liquid and the vapor phase does not provide an
accurate representation of the free-energy profile of
ion adsorption and that an inhomogeneous dielectric
model is required to obtain agreement with the
molecular dynamics calculations. We consider now
the ability of these two continuummodels to describe
correctly the dynamical response of the medium to a
sudden creation of a new charge by comparing the
results of these two models to a molecular dynamics
simulation of interfacial solvation dynamics.
The response of a polar medium to a new charge

distribution can be experimentally detected by fol-
lowing the time-dependent shift of the peak of the
emission spectrum from a photochemically excited
solute.151,154 Theoretically, this process has been
investigated by continuum electrostatic models,185,195
molecular theories,152,187-189 and computer simula-
tions192-194,196-198 by considering the correlation func-
tion

where U(t) is the ensemble average of the total
electrostatic potential induced at the location of the
solute at time t. This formula can be directly used
to study the solvation dynamics in computer simula-
tion. Starting from an equilibrium ensemble, the
charge on the ion is changed and the potential is
monitored. This is repeated for each member of the
ensemble, and the averages are calculated. In Figure
10, we show in thin solid line and in dashed line the
results of this calculation in bulk water and at the
water liquid/vapor interface. It is clear that the
response is almost identical! In both cases there is
a very rapid initial decay, that represents inertial
solvent motion,192,199 followed by a nearly exponential
decay. Before examining the microscopic reason for
this result, we discuss the prediction of two con-
tinuum models. In comparing the molecular dynam-
ics results to these models, we must only consider
the long-time tail of C(t), as the inertial response is
not included in these models.
A particularly simple model calculation for C(t) is

based on the Debye continuum solvent model and
predicts that the relaxation is exponential:

where τD is the Debye relaxation time, which is a
measure of the time it takes for the polarization of a

macroscopic sample of liquid to decay to zero after
the electric field has been turned off, εo and ε∞ are
the static and the infinite dielectric constant of the
liquid, and τL is called the longitudinal relaxation
time. A number of studies have found that although
this model is not very accurate, it does provide a
reasonable picture of the relaxation that can be
improved by considering the finite size and mass of
the liquid molecules.152,187-189 We will use this model
here to estimate the interfacial solvent response.
First we note that for bulk flexible SPC water at T

) 300 K, εo ) 82.5, ε∞ ) 1, and τD ) 11 ps, which
gives τL ) 0.13 ps. This is about a factor of 2 faster
than the molecular dynamics results in the bulk, a
reasonable agreement considering the simplicity of
the model. The relaxation curve with this time
constant is shown in Figure 10 as the dotted line.
Consider now the two different continuum models

at the interface. From the dipole reorientation time
at the water liquid/vapor interface we estimate τD )
9 ps. Thus, for the sharp continuummodel (with the
ion in the bulk liquid side), the Debye model gives
essentially the same result as in the bulk. This is
because the dielectric constant is still 82.5, and the
correction due to image effects can be shown to be
negligible.200 On the other hand, in the inhomoge-
neous dielectric model, the effective dielectric con-
stant at the location of the ion is about 10, a value
which reproduces the equilibrium free energy. This
model gives a relaxation time that is about 1 order
of magnitude slower than the molecular dynamics
results (thick solid line in Figure 10). This discrep-
ancy does not disappear if one takes into account
finite solvent size. It serves to highlight a basic
problem with the continuum model.
An examination of the contribution to the relax-

ation dynamics and to the energetics from different
solvent shells in the bulk and at the interface, as well
as an examination of the structure of the solvation
complex,171 show that the bulk and surface data are
very similar. The ion tends to keep its solvation shell
intact, and this results in a similar dynamic response
since this response is mainly determined by the first
solvation shell. Thus, one gets reasonable agreement
with the sharp dielectric model but poor agreement

C(t) )
U(t) - U(∞)

U(0) - U(∞)
(7)

C(t) ) e-t/τL τL ) ε∞τD/ε0 (8)

Figure 10. Water relaxation function following a charge
neutralization reaction in the bulk and at the water liquid/
vapor interface: dashed line, molecular dynamics in the
bulk; thin solid line, molecular dynamics at the interface;
dotted line, Debye continuummodel in the bulk; thick solid
line, Debye continuum model for the inhomogeneous
interface model.
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with the inhomogeneous dielectric model. In con-
trast, the solvation free energy involves contributions
from all of the configuration space. This can be
accounted for by the inhomogeneous model, but it is
poorly described by the sharp continuummodel. One
way to improve this situation is to incorporate into
the inhomogeneous dielectric model the fact that the
first solvation shell of the ion is the same as in the
bulk. This stability of the first solvation shell as the
ion approaches the interface will be shown below to
play an important role in many other systems.
Although we have used a very simple model for the

dynamical response, and improvements are certainly
possible, the above discussion suggests that care
must be exercised in routine application of models
that are found to be reasonable for bulk solvation
when considering equilibrium and dynamic solvation
at liquid interfaces.

V. Interfacial Charge Transfer Reactions

A. Overview

Charge transfer reactions at liquid interfaces are
of basic importance in many areas. Examples include
phase-transfer catalysis3 at the water/organic phase
interface, electrochemical liquid/liquid systems,201
photoelectrochemical cells,202 corrosions, and more.
Until recently, most of our knowledge about the
fundamental factors that govern charge-transfer
reactions at liquid interfaces was based on macro-
scopic thermodynamics approaches.7 This knowledge
has been enhanced in recent years thanks to new
experimental11,45 and theoretical developments.44,52,172
The purpose of this section is to consider the new
microscopic level information about electron transfer
and ion transfer at the liquid/liquid and liquid/metal
interfaces. To keep the review to a reasonable size,
we focus only on the issues that demonstrate the
unique contribution of the interfacial region at the
microscopic level. There are a number of reviews on
the general aspects of charge transfer at inter-
faces6,201 and on new developments in electron-
transfer reactions203 that should be consulted for a
more general perspective.

B. Ion Transfer across the Interface between
Two Immiscible Liquids

1. Preliminaries

Ion transfer across the interface between two
liquids is found in many chemical processes, as for
example in phase transfer catalysis,3 where the
reactants must cross the interface to initiate or
complete a reaction at the interface between water
and an organic phase. Other examples includes drug
delivery problems in pharmacology4 and electrochemi-
cal charge-transfer processes.201 Thus, it is not
surprising that the process of ion transfer has been
extensively studied using a variety of experi-
mental204-215 and theoretical techniques.201,216-221 De-
spite this effort, the mechanism of ion transfer across
the interface between two immiscible liquids is not
well understood. The fundamental reason is that
very little is known about the microscopic structure

of the interface, and almost all of the experimental
data are not at a sufficient level of detail to allow for
an unambiguous test of the different models. Some
of the fundamental issues that are not fully resolved
include: What are the molecular factors that influ-
ence the rate of the transfer? Should one think of
the transfer as a diffusion process or as an activated
chemical reaction? Does the ion transfer from the
water phase to the organic phase involve significant
dragging of the hydration shell? If not, what is the
mechanism by which the ion switches its solvation
shell? What is the mechanism by which the hydra-
tion shell is built when the ion crosses from the
organic phase to the aqueous phase?
Recent experimental and theoretical progress in

the study of the liquid/liquid interface, which we
described in section II, makes it possible to begin
addressing the above questions. Most of the new
insight gained about the process of ion transfer has
been obtained by means of molecular dynamics
computer simulation. Hayoun et al.222 have studied
the problem of a (neutral) Lennard-Jones atom
transfer across a model liquid/liquid interface made
of two identical Lennard-Jones liquids. They showed
that the process can be understood as an activated
crossing of a barrier, that is the result of the process
of the switching of solvation shell members. Our
focus here will be on ion transfer that is influenced
by a free energy driving force, as is the case in
electrochemical ion transfer experiments. Most of
these experiments have been performed at the in-
terface between water and 1,2-dichloroethane (DCE),
and in the next section we will describe some recent
work on this system. Following that, we will describe
a relatively simpler microscopic model for ion trans-
fer, which provides additional insight into the water/
DCE system.
Because the water/DCE interface will play a major

role in all of section V, we summarize the basic
picture of its structure and dynamics which emerges
frommolecular dynamics computer simulation.74 The
neat water/DCE interface is sharp at the molecular
level, but very rough. There is no region where water
molecules are fully surrounded by DCE molecules or
vise versa, but there are quite a number of water
molecules with 1 or 2 hydrogen bonds with other
water molecules. This picture can be summarized
by noting that water “fingers” and DCE “fingers”
protrude into the other phase. The process is a
dynamic one. The water fingers can get as large as
8 Å, but finally they relax and other “fingers” are
generated on the time scale of tens of picoseconds.

2. Ion Transfer at the Water/DCE Interface

Experimentally, ion transfer is monitored by set-
ting up an equilibrium ion current under the influ-
ence of an external voltage. Depending on the
polarity of the external field, the ion current can be
from the aqueous phase to the organic phase or vice
versa. Cyclic voltammetry diagrams (that can be
analyzed using the same methodology as in the case
of electrochemical processes at metal electrodes) show
that the process is reversible. Microscopic simulation
of this process is out of the question because of the
need for a large enough system that will allow for
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the establishment of a steady-state double-layer
potential. Thus, the available microscopic treat-
ments of this process are limited to the nonequilib-
rium transfer of a single ion under the influence of
an external electric field. Before discussing the
insight gained from these simulations, we consider
the free energy profile for the ion transfer.
Despite the obvious importance of the free-energy

profile for the ion along the distance normal to the
liquid/liquid interface A(z), very little is known about
it. There is a large body of data148 and some theory216
about the net free energy of transfer, A(zB1 - zB2),
where zB1 and zB2 are positions in the bulk of the two
phases, but not the full z dependence. Unlike the
case of small ions at the liquid/vapor interface of
water, where the main contribution to the free energy
profile is electrostatic, here, in addition to the elec-
trostatic contribution, there may be a significant
difference in the amount of work to create the cavity
in the water vs in the organic phase. Although this
additional term is naturally included when the free
energy profile is computed using molecular dynamics
sampling, it is more instructive to examine the
separate contributions220 using approximate proce-
dures. A discussion of the free-energy profile ob-
tained from molecular dynamics sampling can be
found in the original paper.221

In the top panel of Figure 11 we show two different
model calculations for the electrostatic contribution
to the free energy profile of Cl- across the water/DCE
interface, and an approximate calculation of the
cavity term. One approximate calculation of the
electrostatic contribution is based on the solution of
the Poisson equation for a continuum dielectric
model. The model consists of a water slab with a
dielectric constant of 82.5 in contact with a DCE slab
with a dielectric constant of 10, and a charged sphere
representing the ion. The second approximate cal-
culation is based on the molecular dynamics trajec-
tories and a Gaussian model for the electrostatic
potential fluctuations.223 Later we will discuss a
comparison between this model and a molecular
dynamics calculation of the free energy profile in
another system. Both electrostatic contributions are
monotonically decreasing as one goes from the DCE
to the water phase, reflecting the higher dielectric
constant of the aqueous phase.
The approximate calculation of the cavity term is

based on the scale particle theory224-226 and its
extension to the interface between two hard sphere
liquids.221,227 Briefly, this method is based on calcu-
lating the probability of finding a cavity of a given
size at the interface. The top panel of Figure 11
shows that the cavity contribution is more positive
in the aqueous phase, reflecting the hydrophobic
nature of this cavity228 and consistent with the higher
solubility of rare gases in DCE than in water.148

The bottom panel of Figure 11 gives the total free-
energy profile. The Gaussian model gives a net free
energy of transfer of Cl- from DCE to water of about
-15 kcal/mol, compared with the continuum model,
which gives -5 kcal/mol, and the experimental value
of -12.4 kcal/mol.148 The first free energy profile
exhibits a significant barrier to the downhill transfer
of about 3 kcal/mol. Although it is likely that this is

an approximate value, according to the model, its
physical origin is simple: Due to the special structure
of water, it is more difficult to create a cavity in this
liquid,228 and thus there is an initial free-energy cost
as the ion begins to cross the interface. However,
this is more than balanced when the ion is moved
past the interface. It becomes fully solvated by the
water, and so the net free energy of transfer is
negative.
This simple picture is supported by the nonequi-

librium molecular dynamics trajectories, a small
sample of which are summarized in Figure 12. The
left panels of this figure correspond to an average
over 20 trajectories, in each of which the chloride ion
starts in the center of the DCE phase and moves to
the water phase under the influence of an external
field of 0.2 V/Å. The right panels correspond to the
reverse process, in which the ion starts in the bulk
aqueous phase. Other values of the external electric
field have been used, and for these the reader is
referred to the original paper.221 The left panels of
Figure 12 show a rapid transfer of the chloride ion
into the aqueous phase. The transfer is complete in
a few tens of picoseconds because of a rapid build up
of the hydration shell with an almost simultaneous
breaking up the DCE solvation shell. The actual
replacement of the solvation shell by water molecules
is very rapid (a few picoseconds), and most of the time
is spent with the ion looking for a water molecule
that is weakly bound to the water phase. An exami-
nation of the animated trajectories shows that this
is facilitated by water “fingers” whose head water
molecule is “ready” to hydrate the ion. This separa-
tion of time scale is clear from the bottom left panel
of Figure 12, where the first peak of the oxygen ion
radial distribution function remains narrow at a fixed
location. At lower electric field values this picture

Figure 11. Free energy profile for an ion transfer across
the water/1,2-dichloroethane interface. In panel A, the solid
line is the electrostatic contribution calculated from the
Gaussian fluctuation model and the molecular dynamics
trajectories, the dashed line is the electrostatic contribution
calculated using a continuum electrostatic model and the
dotted line is the cavity contribution from a simple exten-
sion to the interfacial region of the scaled particle theory.
In panel B, the sum of the electrostatic and the cavity terms
are shown in solid line for the MD and in the dashed line
for the continuum model. (Taken from ref 221. Copyright
1995 American Chemical Society.)
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is essentially the same, except that fewer ions are
able to climb the barrier. These trajectories suggest
that the source of the barrier is the entropic and
energetic cost in finding a water “finger” which can
“pull” in the ion. The actual switching of the first
solvation shell members by water molecules is fast
and not activated. In the next section, we will
present a model which further supports this inter-
pretation.
The right panels of Figure 12 describe the “uphill”

transfer of the Cl- ion from the water to the DCE
phase. An external electric field of opposite polarity
to the one used in the transfer from the DCE to water
is necessary to overcome the significant free energy
difference. Although the magnitude of the external
field is the same as before, the process is much
slower. This external field is not strong enough to
overcome the barrier on the simulation time scale,
and most of the ions are still in the interface region.
It is interesting to note that although on average, by
the end of the run, the ion is 10 Å into the DCE
phase, the solvation shell still contains a significant
number of water molecules (top right panel). The
radial distribution function shows the disappearance
of the second hydration shell, but the first peak is
still significant. An examination of individual tra-
jectories shows that the ion is solvated by water
molecules, but that the solvation complex is in the
DCE phase and connected to the water phase by a
“chain” of water molecules. This causes the interface
to be significantly perturbed.
The transfer from the water to the organic phase

clearly involves dragging the ion hydration shell into
the organic phase. This is just another example of
the tendency to keep the hydration shell intact, as
we have previously discussed. The development of
a “chain” of water molecules connecting the hydrated

ion (in the DCE phase) to the bulk water can also be
thought of as the time reversal of the process by
which the ion is transferred from the DCE phase to
the water with the help of water “fingers”. These
fingers are the most dramatic manifestation of the
role played by surface roughness in facilitating ion
transfer.

3. A Simple Model of Ion Transfer

The study of ion transfer across the water/DCE
interface described in the last section illustrates the
important role played by the water structure in
creating a barrier for the transfer and in facilitating
the transfer with the help of surface roughness. We
describe here another microscopic model which also
involves a significant free energy driving force, but
which lacks the unique features of the water surface.
We will see that in this system, the ion transfer is
fast and activationless.
The system includes 256 polar diatomic molecules

(with a dipole moment of 3 Debye) in contact with
256 nonpolar diatomic molecules. All the atoms in
the system have the same Lennard-Jones param-
eters. The two liquids are immiscible because of the
favorable interactions among the polar molecules.
The ion is also described by the same Lennard-Jones
parameters, and its charge is +1. More details about
the system can be found in the original paper.219

The free energy profile for the ion in this system
was calculated by an umbrella sampling procedure
similar to the method discussed earlier for the ion
at the water liquid/vapor interface. It is shown in
Figure 13. The nonpolar liquid occupies approxi-
mately the region Z > 0, and the polar liquid is in
the Z < 0 region. The molecular dynamics result
shows a significant driving force without any barrier.
The dotted line shows the solution to the Poisson
equation for a sharp dielectric model with a dielectric
constant of 1 for the nonpolar liquid and 35 for the
polar liquid. The results of the approximate Gauss-
ian model are almost identical to the molecular
dynamics results.219 Note also that if we apply the
simple model for estimating the cavity contribution,
there would be no difference between the cavity work
in the two liquids. Thus, the simple approximate

Figure 12. Nonequilibrium molecular dynamics trajecto-
ries of a chloride ion transfer across the water/1,2-dichlo-
roethane interface at T ) 300 K. The left three panels are
for the transfer from the organic to the aqueous phase, and
the three right panels are for the reverse process. The top
panels gives the average (over 20 independent trajectories)
time-dependent coordination number of the ion. The center
panels show the average position of the ion. The bottom
panels present the oxygen-ion radial distribution function.
(Data taken from ref 221. Copyright 1995 American
Chemical Society.)

Figure 13. The free energy profile for an ion transfer
across a simple polar liquid/nonpolar liquid interface: solid
line, molecular dynamics calculations using umbrella
sampling; dotted line, continuum electrostatic model. (Data
taken from ref 219. Copyright 1992 American Institute of
Physics.)
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model for calculating the profile discussed in the last
section would also give a monotonically decreasing
free energy profile.
This picture of an activationless transfer across the

interface, suggested by the equilibrium free-energy
calculation and the simple model, is also supported
by extensive nonequilibrium trajectory calculations.
Because of the simplicity of the system and the fact
that the transfer is fast, a large number (500) of
trajectories can be used to get an accurate description
of the ion dynamics. In Figure 14, the time-depend-
ent probability distribution for the ion position P(z,t)
from the molecular dynamics trajectories (panel B)
is compared with a numerical solution of a one-
dimensional diffusion equation:229

in which W′(z) is the spatial derivative of the free
energy profile, D(z) is the distance-dependent diffu-
sion constant (obtained from the later motion of the
ion in the molecular dynamics trajectories), and â )
1/kT. The quantitative agreement between the two
calculations further supports the activationless, simple
diffusive nature of the ion transfer in this system.
The transfer of the ion in most of the 500-member
ensemble of trajectories is complete in about 10 ps,
as can be seen from the near exponential decay of
the initial sharp peak and the simultaneous buildup
of the broader peak in the bulk polar solvent.
This model shows that ion transfer between simple

non-hydrogen bonding liquids can be understood as
a diffusion of a particle under the influence of an
external force field, in contrast with a transfer across
the water/DCE interface. The theoretical under-
standing of ion transfer in realistic systems in which

larger ions cross the interface with a small free
energy of transfer, is a challenge for future work.

C. Electron Transfer
Electron transfer (ET) reactions at the interface

between two immiscible electrolyte solutions and at
the metal/electrolyte solution interface are some of
the most important interfacial chemical reactions.
However, they are relatively poorly understood for
some of the same reasons that ion transfer is not well
understoodsa lack of knowledge about the micro-
scopic structure of the interface and the difficulty of
carrying out experiments sensitive enough to these
microscopic features. In contrast to ion transfer,
though, the basic theory of electron transfer is well
developed,203,230-232 and so we limit the discussion
here to new microscopic developments about ET
reactions at liquid interfaces.

1. Electron Transfer at the Liquid/Liquid Interface

In recent years, information about ET reactions at
the liquid/liquid interface is beginning to be available
for the first time.27,233-236 Theoretical work in this
area is also very limited and very recent, because
very little kinetic data are available yet. This work
includes a few continuum model calculations of the
reorganization free energy λ for an outer-sphere ET
reaction,237-239 and a few molecular dynamics calcu-
lations240,241 of λ and of solvent dynamics following
photochemically induced interfacial ET.242 We re-
view these developments in this section.
Marcus presented a continuum model calculation

of the reorganization free energy at the interface
between two immiscible liquids239 and used it to
estimate the rate in the nonadiabatic limit.243,244 The
calculation of the reorganization free energy239 is
along the same lines as Marcus’ original calculation
of the free energy of nonequilibrium polarization,245
and below we only summarize the assumptions and
give the results.
Consider an electron donor (D) and an electron

acceptor (A) that are adsorbed at the interface
between two immiscible liquids. D and A are struc-
tureless, so that the electron transfer between them,
DA f D+A-, involves only outer-sphere solvent
reorganization. The contribution of inner vibrational
modes can be added in the usual way245 by including
the change in the equilibrium bond length and force
constant between the reactants and products. How-
ever, since these are expected to be only mildly
affected by the interface, we do not include this
contribution here. The interface is assumed to be
mathematically sharp, with the A and the D each
restricted to being in a separate phase. Local elec-
trostatics is also assumed. The reorganization free
energy is found to be

Figure 14. Time-dependent probability distribution for ion
transfer across the simple liquid/liquid interface. Z is the
distance along the interface normal, and Z > 0 corresponds
to the region occupied by the nonpolar liquid. Panel A
shows the solution of a diffusion equation on the potential
of mean force of Figure 13. Panel B shows the results of
500 independent molecular dynamics trajectories for an ion
that starts at the center of the nonpolar liquid. (Taken from
ref 219. Copyright 1992 American Institute of Physics.)
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Reactant i (i ) 1, 2) with radius ai is located in
phase i at a distance di from the interface, and R is
the distance between them. ∆q is the magnitude of
the charge transfer, and γν ) (ε2

ν - ε1
ν)/(ε2

ν - ε1
ν), ν )

0, ∞, where εi
∞ and εi

0 are the infinite frequency and
static dielectric constants of phase i, respectively.
This expression reduces to the normal bulk liquid
expression246 when one substitutes ε1

0 ) ε2
0 and ε1

∞ )
ε2

∞.
The rate constant for the electron-transfer reaction

was estimated by Marcus in the nonadiabatic limit
within the linear response approximation, and it is
given by

where κ is the Landau-Zener factor for the nona-
diabatic transitions247 between the two diabatic
electronic states, and ν is the molecular frequency,
which is determined from the equilibrium solvent
fluctuations in the reactant state. Vr accounts for all
of the possible configurations of the reactant pair per
unit area of the interface, taking into account their
spherical size and the fact that they cannot cross the
interface:

where δR is a length scale which arises from the
weighting of the reactants’ configuration by the
exponential form of the electronic coupling between
them, e-R/δR. (This assumes that the nonadiabatic
regime applies to all values of R, which must be
incorrect for small R.) The activation energy ∆Gq is
given by239,243,244

where G0 is the standard reaction free energy, Wr is
the reversible work required to bring the reactants
from the bulk of each phase to the interface, and -Wp
is the reversible work required to separate the
products.
To apply this formula, one requires quite a number

of unknown parameters. Marcus showed that the
reorganization free energy may be estimated from the
rate constant of the half reaction at the solution/
metal interface.243 This and other assumptions give
reasonable agreement with the experimental rate
constant for the reaction between the Fe(CN)64-/3-

couple in water and the Lu(PC)2+/2+ (hexacyano-
ferrate-lutetium biphthalocyanine) couple in DCE.
Unfortunately, reasonable agreement can also be
achieved if one assumes that the interface region is
a broad homogeneous phase. Other tests of the
theory must await more experimental data.
One of the main contributions of the microscopic

treatment of the interfacial ET is that it can help us
check the basic assumptions of the above simple
theory. The main assumptions of the continuum
model that can be easily checked are the linear
response approximation, the structure of the inter-
face, and the geometrical distribution of the reactants
at the interface, as previously discussed. The linear

response assumption is at the heart of the calculation
of the reorganization free energy, and we will focus
on it first.
Since our main goal here is to focus on the inter-

facial effects, we choose to consider a simple two-state
approach for the microscopic treatment of ET.248-253

According to this approach, the electron-transfer
reaction can be viewed as a transition between two
localized electronic statessthe reactant state and the
product state, |R〉 and |P〉, respectively. The energies
of these two states, ER and Ep, fluctuate because of
solvent motion. In the Born-Oppenheimer and
Frank-Condon approximation, the electron transfer
occurs when the energy of the two states is the same.
The probability of observing a solvent fluctuation that
equalizes the energy of the two states can be repre-
sented by using the concept of “solvent coordinate”.
This coordinate, which we will use as the reaction
coordinate, is defined as

where r is the positions of all solvent atoms. For
example, if the reactants and products are spherical,
structureless atoms, which interact with the liquid
atoms through the same Lennard-Jones potentials,
and the charge transfer is of one electron, then X is
just the difference in the electrostatic potential
induced by the liquid at the location of the reactants.
The probability P(x) that X(r) is equal to some value
x (where x ) 0 is the transition state) is

where the ensemble average is over the reactant (ν
) R) or the product (ν ) P) state. The free energies

represent the reversible work needed to change the
solvent polarization in order to have a specific value
x of X(r). Equation 13 for the activation free energy
is based on the assumption that the solvent free
energies GR(x) and GP(x) are parabolai with identical
curvatures. This assumption can be directly checked
by calculating the free energies using molecular
dynamics umbrella sampling, with the help of a
biasing potential which allows for evaluation of
the free energy far away from the equilibrium
state.240,241,251,253 This has been done for ET reactions
in bulk water251,253 and at the interface between two
simple liquids240 (this interface was discussed in the
section on ion transfer).
Figure 15 shows the solvent free energies for an

ET reaction between two Lennard-Jones spheres (σ
) 5 Å, ε ) 0.1 kcal/mol) located at the water/DCE
interface, compared with the free energies in bulk
water.241 The results in the bulk are similar to what
King and Warshel obtained.253 The free energy
calculated from the molecular dynamics umbrella
sampling begins to deviate from the value predicted
by linear response only far from the minimum of each
state. The deviation reflects both the nonlinear
character of the solvent and the different curvatures
of the parabolai. The curvature for the ion pair is
smaller than that for the neutral pair due to the

kr ) κνVre
-â∆Gq

(11)

Vr ) 2π(a1 + a2)(δR)
3 (12)

∆Gq ) Wr +
(λ + ∆G0 + Wp - Wr)

2

4λ
(13)

X(r) ) EP - ER (14)

Pν(x) ) 〈δ[X(r) - x]〉ν (15)

Gν(x) ) -â-1 ln Pν(x) (16)
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water structure breaking the effect of the ions, which
increases the fluctuations of the solvation shell.
Despite the deviations, the activation free energy
predicted by the molecular dynamics results is almost
identical to the one predicted by the quadratic
approximation for the case of zero reaction free
energy, a region where most ET rate measurements
are carried out.
The agreement between the full molecular dynam-

ics calculations and the linear response for ET at the
water/DCE interface is even better. It is, in fact,
almost perfect. Apparently, the structure-breaking
effect of the ions is much weaker at the interface,
probably due to the stronger hydrogen bonding there.
However, no systematic study of these issues has
been carried out.
It is possible to compare the reorganization free

energy calculated from the continuum dielectric
model (eq 10) with the value of 80 kcal/mol obtained
from the molecular dynamics data of Figure 15.
Using 1 for the infinite frequency dielectric constant
and 82.5 and 10 for the static ones (for water and
DCE, respectively), the value of the Lennard-Jones
σ as the diameter of each solute, the value of R ) 6
Å and the average distance of each solute from the
Gibbs surface obtained from the molecular dynamics
(which corresponds to an average angle of 45° be-
tween the vector connecting the ion pair and the
interface normal), one gets λ ) 74 kcal/mol, which is
in surprisingly good agreement with the molecular
dynamics results. The agreement is surprising be-
cause one can also check in a detailed way the
assumptions under which eq 10 was derived and find
that these assumptions are not really justified. For
example, the interface is very rough, and the reac-
tants can approach at a wider angle than the
maximum value of cos-1[(a1 + a2)/R] predicted by the
sharp model. More interesting is that the electro-
static potentials induced by each liquid at the location
of the ions, and calculated from the molecular dy-
namics trajectories and from the continuum model,

are in poor agreement with each other. One finds
that the water potentials are underestimated by the
continuum model (due to the neglect of the specific
hydration structure and the near perfect alignment
of the water dipole around the ion), but that the DCE
potential is overestimated, so that the total potential
is in reasonable agreement with the continuum
model.172,227

We conclude this section with a brief discussion of
solvent dynamic response. In the context of solvation
dynamics, we have already discussed how the solvent
response to a sudden change in the solute charge
distribution can be used as a test of continuum
dielectric models of the interface. More generally,
this response can be used as a probe of the interface
structure and dynamics. Solvent dynamical response
has been the focus of many experimental studies in
recent years because of the role that this response
can play in the rate of very fast reactions.153,154,203,254
As new experimental techniques are beginning to be
applied to ET at the liquid/liquid interface, the issue
of solvent dynamics will be relevant on this front as
well. Since there are no fast time-resolved studies
of ET at the liquid/liquid interface, we only mention
a few molecular dynamics studies of this subject,
focusing again on interfacial effects.
A detailed study of the solvent response to the

charge separation reaction A + D f A- + D+ and to
the reverse, charge recombination reaction, taking
place at the interface between two immiscible liquids
has been carried out by Benjamin.242 The interface,
which was discussed earlier, is between a model
diatomic nonpolar solvent and a diatomic polar
solvent. Ion pairs and neutral pairs with different
fixed orientations relative to the interface have been
studied. It was found that the relaxation at the
interface for the charge separation reaction is much
slower than in the bulk, in contrast to a prediction
of the continuum electrostatic model. The main
reason for this is that when an ion pair is suddenly
created at the interface, large structural rearrange-
ments of surface dipoles are needed to solvate it. In
this liquid/liquid system, the dipoles’ motion is re-
stricted at the interface but less so in the bulk.
An example of a similar reaction at the water/DCE

interface241 is shown in Figure 16. The total solvent
response (defined in eq 7), as well as the individual
contribution of water and of DCE, are shown for the
charge separation and charge recombination reac-
tions. The total correlation function includes a very
rapid component, which accounts for about 60% of
the full decay in the charge recombination reaction,
but only about 30% of the full decay following the
charge separation reaction. An examination of the
individual contribution of the two liquids shows that
the initial rapid component is mainly due to the
water librational motion. A comparison of the water
contribution to the total contribution shows that even
at a later time most of the relaxation is due to water
reorientation. This is not surprising, as even at the
interface the ions are mostly solvated by the water.
It is expected that as the charge centers are buried
deeper in the organic phase, the total response will
more resemble the response that is characteristic of
DCE. Thus, monitoring the solvent response may

Figure 15. The solvent free energy function for the
electron transfer reaction D+ + A- f DA in bulk water
(top panel) and at the water/1,2-dichloroethane interface:
thick lines, umbrella sampling calculations; thin lines,
parabolic fit. (Taken from ref 227. Copyright 1994 Ameri-
can Chemical Society.)
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give information about the degree by which the
charges are solvated by each liquid, the location of
the charges, and the structure of the interface. For
example, a very sharp interface will show a marked
sensitivity of the solvent response to the location of
the charge centers, whereas a broad interfacial region
will result in a solvent response that is nearly
independent of the location of the probe.

2. Electron Transfer at the Metal/Water Interface
ET reactions at the solution/metal interface have

been the focus of numerous experimental and theo-
retical studies, and many aspects of the problems
have been reviewed recently.45,52 In keeping with the
microscopic emphasis of this review, we only focus
on recent developments which explicitly take into
account the microscopic structure of the solvent.
The theoretical study of ET at the solution/metal

interface is complicated because the electronic struc-
ture of the metal plays a major role in this reaction.
This was recognized very early, and significant effort
has been made to take into account the interaction
of the metal electrons with the solute and with the
pure solvent. However, until recently the solvent has
been described using a continuum dielectric model
or a collection of harmonic oscillators. Given the
significant progress made in recent years in the
microscopic molecular description of liquids at solid
surfaces, it is of interest to combine a realistic
quantum mechanical treatment of the ET reaction
with a realistic microscopic description of the solvent.
The simplest possible approach includes the full

microscopic description of the solvent but treats the
ET as an effective two-state problem. This approach
is mainly useful in elucidating the effect of the
interface on the solvent reorganization free energy.
Most of the progress made to date on ET at the metal/
water interface with a microscopic description of the
solvent has been using this two-state model, although

there are some very recent developments which go
beyond this. These topics will be reviewed in this
section.
Within the two-state model, the theoretical de-

scription of ET at the water/metal interface is similar
to the one discussed in the last section. Instead of
an ion pair we have a single ion (or a neutral solute)
adsorbed at the metal surface. One diabatic state
has the electron localized on the ion, while the
electrons in the metal occupy the orbitals up to the
Fermi level. In the other state, the electron is added
to one of the empty metal orbitals (whose location
may be influenced by solvent dipoles, the solvent
electronic wave function and the external potential
drop across the electrode), and the ion orbital is
empty. Thus, the metal is considered a second “big
ion”. This model ignores electronic transitions in the
metal, which have been included in more detailed
descriptions of ET using simplified solvent
models.255-261 The main utility of this two-state
model is in examining the solvent contribution to the
reorganization free energy, which is a main ingredi-
ent in the activation free energy for the ET reaction.
The first attempt to study ET at the interface

between a realistic microscopic model of water and
a “classical” metal surface was by Halley and Haut-
man262 and by Curtiss et al.263 In this work, the
metal surface was treated as a simple flat Lennard-
Jones solid, and the fluctuations in the water were
used to calculate the rate of nonadiabatic electron
transfer. The free energy curves for the electron
transfer were estimated by linear response theory.
This calculation was limited to a low activation free
energy, and the transitions were treated in the Born
approximation.
Straus and Voth264 used an umbrella sampling

procedure to compute the full-solvent free-energy
profile for the ET reaction Na+ + e- f Na at the
water/Pt interface, using the potential of Raghaven
and Berkowitz.88 This allowed them to check the
validity of the linear response theory. They found
that the solvent free energies in the presence of the
ion are well approximated by a parabola, but that a
noticeable discrepancy exists in the case of the
neutral atom. In addition, they found that the
reorganization free energy, determined from a hypo-
thetical calculation of the solvent free energy in bulk
water, is almost identical to the value at the inter-
face, a result that may be useful for estimation of this
reorganization free energy from statistical mechan-
ical theories in bulk liquids.
Rose and Benjamin265,266 calculated the solvent

free-energy curve for the reactions Fe3+ + e- f Fe2+

and Fe+ + e- f Fe at the charged and uncharged
water/Pt(100) interface using umbrella sampling. In
general, they found that the linear response ap-
proximation is reasonable for all cases. The largest
deviation was found for the solvent free energy in the
presence of the neutral atom. As an example, we
show in Figure 17 the results for the solvent free
energies for the Fe2+ and Fe3+ ions at the surface and
in the bulk. The application of a strong electric field
does not make any appreciable change in the shape
of the free energy curves.266

Figure 16. The solvent relaxation following a photochemi-
cally induced electron transfer at the water/1,2-dichloro-
ethane interface. The top panel corresponds to the charge
separation reaction DA f D+ + A- and the bottom panel
to the reverse, charge recombination reaction. In each
panel, the individual contribution of the two liquids and
the total response are shown. (Taken from ref 227. Copy-
right 1994 American Chemical Society.)
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Some insight into the fact that there is only a minor
surface effect on the shape of the free energy curves,
despite the significant difference in the structure and
the dynamics of the interfacial water, can be obtained
from an examination of the structure of the ions’
hydration shell. For both Fe2+ and Fe3+ ions in the
bulk and at the interface, there is an almost perfect
octahedral structure of water molecules.265 The small
differences in the water structure are demonstrated
in Figure 18, in which the oxygen ion radial distribu-
tion functions for both ions in the bulk and at the
interface are shown. As expected, the radial distri-
butions for the higher charge ion are more peaked.
The difference between the bulk and the interface is
very small. The only noticeable difference between
them is in the location of the minimum of the free
energy of the neutral atom (Fe), which simply reflects
the smaller solvation energy at the surface.266 This
change in the location of the minimum results in a
change in the activation free energy because of a
corresponding change in the crossing point of the two

parabolas. Similar results have been observed by Xia
and Berkowitz,267 who found that the shift in the
location of the minimum of the solvent free energy
for I- is especially large due to a partial lose in the
hydration shell.
Rose and Benjamin265 used the diabatic free energy

curve to calculate the rate constant in the diabatic
limit as a function of the electrode/solution potential
difference. This was done using a surface-hopping
procedure, which involves the solution of the time-
dependent Schrodinger equation in the Born ap-
proximation in the vicinity of the crossing point.262,268
Rose and Benjamin also developed a Hamiltonian for
the adiabatic electron-transfer reaction, which is
believed to be the regime for most electron-transfer
reactions at the electrode/electrolyte interface.256 This
Hamiltonian is obtained by diagonalization of the
two-state model Hamiltonian. The resulting poten-
tial energy surface has been used to compute the
double-well free-energy governing the adiabatic ET
reaction as a function of electronic coupling and the
electrode/solution potential difference. The dynamics
of barrier recrossings were calculated using the
standard reactive flux correlation function (discussed
earlier). They were found to be significant (trans-
mission coefficient as low as 0.4), but were found to
be very similar to the dynamics in bulk water. The
above examples suggest that surface effects due to
the unique interfacial solvent structure are minimal
for ET reactions that involve small and/or highly
charged ions.
An attempt to go beyond the two-state model was

presented recently by Straus, Calhoun, and Voth.269
They used an Anderson-Newns-like Hamiltonian to
develop an adiabatic model for the reaction Fe3+ +
e- f Fe2+ at the water/Pt(111) surface. The adiabatic
classical free-energy curve for the reaction was
computed using umbrella sampling, and reactive flux
calculations were performed to determine the effect
of transition state recrossings on the classical adia-
batic rate constant. As in the case studied by Rose
and Benjamin, the recrossings were significant. An
important contribution of the work by Straus, Cal-
houn and Voth was to calculate the quantum adia-
batic free energy curves by quantizing the water
model using Feynman path integral techniques.
They found that the activation free energy and the
reaction free energy for the electron-transfer process
can be significantly affected by the water quantiza-
tion.
We finally note that a first attempt to combine both

the electronic structure of the metal surface and the
molecular structure of the solvent has recently been
presented by Price and Halley.270 To date, they have
used it only to calculate the structure of the neat
solvent at the interface, but the inclusion of ions and
perhaps even ET reactions seems feasible.

VI. Conclusions and Outlook
The liquid interface region has been shown to have

unique properties. Some of these can be described
with the use of bulk liquid concepts, such as effective
density and dielectric constant. Some properties do
not have a bulk counterpart, such as surface rough-
ness and microscopic structural constraints (like

Figure 17. The solvent free energy functions for the
electron transfer reaction Fe3+ + e- f Fe2+ in bulk water
(top panel) and at the water/Pt interface: thick lines,
umbrella sampling calculations; thin lines, parabolic fit.

Figure 18. Oxygen ion radial distribution functions and
running coordination numbers for Fe2+ (dotted and dashed
lines, respectively) and for Fe3+ (solid thick and thin lines,
respectively) in bulk water and at the water/Pt interface.
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molecular orientation). Each one of these properties
can significantly influence and modify the solvation
of molecules and the equilibria and rate of chemical
reactions.
The experimental and theoretical studies of chemi-

cal reactions at liquid interfaces at the microscopic
level are still in their infancy. There is a need for
new experimental data in order to provide a more
detailed and direct probe of reaction dynamics. In
particular, time-resolved studies at liquid interfaces,
which have been recently reported, need to be ex-
panded to include systematic studies of different
reactions and different solvents.
On the theoretical side, progress is needed in three

areas. First, a simulation of more realistic systems
with more realistic potentials are would be useful.
For example, we need to know how polarizability
affects the structure of the neat water/organic phase
interface, and how this influences ion transfer and
solvation. Second, an improvement in the simple
continuum models to account for the microscopic
structure of the interface would be very useful. For
example, can one account for the solvation free
energy of ions at interfaces, and at the same time
correctly describe the solvent dynamic response by
considering a hydration complex within a dielectric
continuum model for the interface? Third, despite
the promising progress in statistical mechanical
theories of inhomogeneous liquids, this progress has
not been put to use in studying the behavior of solute
at the interface. For example, can one combine a
microscopic bulk description of the solvation complex
with a mean field theory of the liquid/vapor interface
in order to compute reliable ion adsorption free
energies?
Progress in the above area will likely bring our

level of understanding of liquid interfacial chemical
reactions to what we have grown accustomed to for
chemical reactions in bulk liquids.
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